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Abstract

This dissertation presents a measurement of the top quark mass by application of

the Dalitz-Goldstein method to dilepton t�t events. The events were produced by

the Tevatron Collider at Fermi National Accelerator Laboratory (Fermilab) via p�p

collisions with
p
s = 1:8 TeV. The dilepton event sample was extracted from 109

pb�1 of data collected by the Collider Detector at Fermilab (CDF) from August 1992

to July 1995. The sample contains a total of 9 candidate events, 2.4 of which are

expected from background. Included in the dilepton �nal state are two neutrinos,

which elude detection. This analysis constrains the problem by assuming an initial

value for the top quark mass and solving for the neutrino momenta via a geometrical

construction developed by D.H. Dalitz and G. Goldstein. The top quark mass is

sampled over a wide range of possible values and the most likely mass consistent with

the data is chosen via a likelihood function. An important distinguishing feature of

this mass �tting technique is its lack of dependence on missing transverse energy, a

kinematic variable that is poorly measured by experiment. This analysis determines

the top quark mass to be Mtop = 157:1�10:9(stat:)�4:3
3:7(syst:) GeV/c

2.
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Chapter 1

Introduction

This dissertation describes a measurement of the top quark mass by application of

the Dalitz-Goldstein mass �tting technique to dilepton channel data events. Chapter

1 gives a brief description of the most simple and successful theoretical model that

incorporates the elementary building blocks of matter and their associated forces of

interaction. The top quark's importance in this model, its production mechanism,

its decay modes and its history of discovery are also presented. Chapter 2 describes

the experimental apparatus used to produce and detect the data events used by this

analysis. Chapter 3 discusses standard algorithms designed to reconstruct and correct

the kinematics of jets in the data events. Chapter 4 outlines a standard procedure

to extract dilepton events from the reconstructed data events. The e�ciency for this

procedure is also presented. Potential remaining sources of signal contamination are

described and the expected levels of these background events in the �nal data set

are quanti�ed. The main analysis is presented in chapter 5. The Dalitz-Goldstein

method, the likelihood technique, the use of Monte Carlo simulations, the treatment

of background events, and the calculation of statistical and systematic errors are fully

described. In chapter 6 the �nal results are summarized and some consistency checks

of the method are presented. In addition, four other dilepton channel mass �tting

techniques are briey described and their results are presented. The dissertation

concludes by summarizing the distinguishing features of the Dalitz-Goldstein method.

All measurable quantities presented in this document will be expressed via the sys-

tem of "natural" units, which are the most convenient units for quantifying typical

dimensions encountered in the study of particle physics. In this system all measure-

ments are expressed in units of GeV, c and �h � h=2�, where c is the speed of light

in vacuum and h is Planck's constant. Therefore, unlike the system of MKS units,

which describes measurable quantities in units of length, mass and time, the system

of natural units expresses measurements in units of energy, velocity and angular mo-

mentum. Since c = �h = 1 in natural units, these symbols will not appear in any

of the formulae presented in this dissertation. However, they will be used whenever

measurements are quanti�ed.

2



1.1 Constituents of Matter and Interactions

According to the Standard Model, which is presently the most popular and experi-

mentally tested theory of particle physics, all matter is composed of two families of

fermions (i.e. particles with half-integer spin) called leptons and quarks. These fermi-

ons are the smallest known constituents of matter. The electron is an example of a

lepton, while protons and neutrons are composite particles consisting of two di�erent

types of quarks.

Leptons and quarks interact with each other via the exchange of bosons (i.e. par-

ticles of integer spin) called gauge bosons. At su�ciently low exchange energies these

interactions have four distinct manifestations: the strong, electromagnetic, weak and

gravitational forces. The strong force is attractive and short range. It is responsible

for the binding of protons and neutrons to form atomic nuclei. The electromagnetic

force between two particles is directly proportional to the product of their electric

charges and is inversely proportional to the square of their spatial separation. It is

attractive (repulsive) if the particles have opposite (the same) signs of electric charge.

This force is responsible for the binding of electrons to nuclei to form atoms. The

electromagnetic force is weaker than the strong force by approximately two orders

of magnitude[1], which explains why protons bind to form nuclei despite the elec-

tromagnetic forces of repulsion between them. The weak force is short range and

approximately �ve orders of magnitude smaller than the strong force. It is respon-

sible for such processes as neutron decay and the expected decay modes of the top

quark (see section 1.2.1). The gravitational force between two particles is directly

proportional to the product of their masses and inversely proportional to the square

of their spatial separation. Unlike the electromagnetic force, gravity is purely at-

tractive. Nomenclature is deceiving, as the gravitational force is weaker than the

so-called weak force by approximately 37 orders of magnitude. While its cumulative

e�ects become signi�cant for bodies with astronomical mass like our earth, gravity

can be ignored for interactions between high energy subatomic particles.

This section gives a brief description of leptons, quarks and gauge bosons and

concludes by showing how they are accommodated by the Standard Model. In all

discussions below it will be assumed that for every type of particle there exists an

"antiparticle", which has the same mass as its associated particle but whose quantum
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numbers (e.g. electric charge) are of opposite sign. When a particle and its associated

antiparticle collide they annihilate each other by creating a gauge boson.

1.1.1 Leptons and Quarks

Leptons have spin 1
2�h and can be categorized into two groups: The charged lep-

tons (l) and the neutrinos (�). Charged leptons have electric charge �e, where
e � 0:303 (�hc)1=2. These leptons can experience both electromagnetic and weak forces.

The electron (e�) is the lightest charged lepton, with a mass of me = 5:11�10�4
GeV/c2. The next heaviest charged lepton is the muon (��), whose mass is m� =

0:105 GeV/c2. One additional charged lepton called the tau lepton (��) has been

discovered, with a mass of m� = 1:78 GeV/c2. Unlike the electron, the muon and the

tau lepton are unstable and quickly decay into other particles. Neutrinos are elec-

trically neutral particles that are massless within the accuracy of almost all current

measurements (results of recent searches for �nite neutrino mass can found in refer-

ences [2] and [3]). Neutrinos do not participate in processes that involve the strong

or the electromagnetic force. They do participate in weak processes, and due to some

experimentally observed conservation laws in these processes, neutrinos must exist in

three types: the electron neutrino (�e), the muon neutrino (��) and the tau lepton

neutrino (�� ), each type being associated with one of the charged leptons. Therefore,

the leptons are naturally grouped into the three "generations" shown in table 1.1.

The antileptons are represented symbolically by e+ (usually called the "positron"),

�+, �+, ��e, ��� and ��� .

Generation: I II III Electric Charge
e� �� �� �e
�e �� �� 0

Table 1.1: Standard Model lepton generations.

Like leptons, quarks (q) have spin 1
2�h. The Standard Model postulates that quarks

exist in six di�erent "avors" called up (u), down (d), strange (s), charm (c), bottom

(b) and top (t). These avors are listed in order of increasing mass, with the masses of

the �rst �ve avors ranging between 0.02 and 4.5 GeV/c2 (see reference [4] for details

about the measurements of these masses). While the exact determination of the top
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quark mass is the subject of this dissertation, a lower limit of 131 GeV/c2 was already

placed on it in 1994 (see section 1.2.2) making it at least 29 times larger than the

next heaviest quark mass. The antiquarks (�q) exist in six "antiavors" represented

symbolically by �u, �d, �s, �c, �b and �t. Quarks are the building blocks of particles called

hadrons, of which there are two types: baryons and mesons. They are distinguished

by the combination of quarks (called "valence" quarks in this context) that give them

their identity. Baryons are bound states of three quarks and are therefore fermions.

Some examples are the proton, which consists of two u quarks and a d quark, and

the neutron, which consists of a u quark and two d quarks. Mesons are bound states

of a quark and an antiquark and are therefore bosons. An example of a meson is

the �+ meson, which consists of a d quark and a �d quark. Since the proton and the

�+ meson have electric charge +e and the neutron is electrically neutral, the quark

charges must be fractions of e. The u, c and t quarks have electric charge +2
3e while

the d, s and b quarks have charge �1
3e. All signs are reversed for the associated

antiquarks. The c, s, b and t quarks are highly unstable and quickly decay into other

particles. Therefore, all stable hadrons consist entirely of u and d quarks. Particles

containing the other quarks must be created in the lab.

In order to �t all observed hadrons into the quark scheme, while still satisfying

Fermi statistics for fermions and excluding states that have never been observed, each

avor of quark is postulated to possess a quantum number called "color" that can

have three di�erent states: red (R), green (G) and blue (B). Similarly, antiquarks

can have the color quantum numbers: antired ( �R), antigreen ( �G) and antiblue ( �B).

These quantum numbers are de�ned so that a RGB quark combination, a �R �G �B quark

combination or a combination of any color quark with its corresponding anticolor

quark leads to a so-called "colorless" particle. All observed hadrons are required to be

colorless so that each quark in a baryon must have a di�erent color and each meson

must consist of color-anticolor quark combinations. This requirement is consistent

with experimental results and accommodates the fact that single quarks have never

been observed in nature.

In analogy to leptons, the quark avors are arranged into the three generations

shown in table 1.2. The motivation for this scheme will become clear after the dis-

cussion of weak forces and the CKM matrix in section 1.1.2.
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Generation: I II III Electric Charge
u c t +(2=3)e
d s b �(1=3)e

Table 1.2: Standard Model quark generations.

1.1.2 Gauge Bosons

According to quantum �eld theory, all observed forces are the result of the emission

and reabsorption of particles called gauge bosons by the fundamental constituents of

matter. Since leptons and quarks have half-integer spin the gauge bosons must have

integer spin to conserve angular momentum.

The electromagnetic force is experienced by electrically charged particles and is

mediated by a massless gauge boson with spin �h, called the photon (). When

an electrically charged particle emits a photon it recoils to conserve momentum.

Since the energy of the particle must also be conserved, the photon can only live

within a �nite time interval allowed by the Heisenberg uncertainty principle. For this

reason, all gauge bosons are virtual. The photon will subsequently be reabsorbed

by another charged particle, causing this particle to recoil too. The net e�ect is the

observed electromagnetic repulsion (or attraction) between two charged particles. The

electromagnetic force can be experienced by the charged leptons and all six avors of

quarks. The complete theory of subatomic electromagnetic interactions is referred to

as quantum electrodynamics (QED).

Hadrons experience the strong force because their constituent quarks possess color.

In analogy to electric charge, which creates an electric �eld, "color charge" creates

a "color �eld". However, when two quarks interact strongly they actually exchange

color. This process is mediated by the exchange of massless gauge bosons with spin

�h called gluons (g). To conserve color gluons must have color too, but in speci�c

combinations of a color and an anticolor. For example, a G quark can change into a

R quark by exchanging a R �G gluon with a R quark which itself will turn into a G

quark. There are eight types of gluons, each type corresponding to a di�erent possible

color-anticolor combination. Since gluons possess color they can interact with other

gluons. There is no analogy to this phenomenon in electromagnetic interactions, since

photons are electrically neutral.
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Unlike the electromagnetic force, which decreases with increased separation be-

tween the interacting particles, the color force actually increases with increased sepa-

ration. This property con�nes the quarks to composite colorless objects and explains

why free quarks are never observed in nature. For instance, when a quark and an anti-

quark separate, the potential energy between them eventually becomes large enough

to produce a new q�q pair. This process continues until the energy for producing

such pairs is depleted and there exists two separate beams, or "jets", of low inter-

nal energy q�q pairs moving in the same respective directions as the original q�q pair.

It is the hadrons formed from these colorless q�q pairs, not the quarks themselves,

that are detected experimentally. The original quark and antiquark are said to have

"hadronized" into two "jets".

The complete theory of color interactions is referred to as quantum chromody-

namics (QCD). According to QCD, the valence quarks of a hadron radiate a so-called

"sea" of gluons and virtual q�q pairs that are in a state of continuous creation and an-

nihilation. Therefore, quarks and gluons are often referred to collectively as "partons"

since they each form part of a hadron.

The weak force can be experienced by all leptons and quarks and is mediated by

the exchange of massive gauge bosons with spin �h called weak bosons. Upon emission

of certain types of weak bosons, a lepton (quark) can transform into another type of

lepton (quark). These transformations always result in an electric charge di�erence

of e between the particle states before and after weak boson emission. Therefore,

a "charge-lowering" ("charge-raising") transformation must be accompanied by the

emission of a weak boson of charge +e (�e). These two bosons, which form a particle-

antiparticle pair, are called theW+ andW� bosons. The arrangement of leptons into

the three generations shown in Table 1.1 is motivated by the experimental observation

that leptons only transform within their own generations (a law that is expected to

be broken if neutrinos have �nite mass). For quarks, inter-generational charge-raising

and charge-lowering transformations are allowed. However, transformations are much

more likely to occur within generations than across generations. These probabilities

are summarized nicely by the Cabibbo-Kobayashi-Maskawa (CKM) matrix, which

has the form[5]:
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V =

0
@

jVudj = 0:9751� 0:0006 jVusj = 0:2215� 0:0025 jVubj = 0:0035� 0:0015
jVcdj = 0:221� 0:003 jVcsj = 0:9743� 0:0007 jVcbj = 0:041� 0:005
jVtdj = 0:009� 0:005 jVtsj = 0:040� 0:006 jVtbj = 0:9991� 0:0002

1
A

For example, this matrix shows that an up quark is jVudj2=jVusj2 � 20 times more

likely to transform into a down quark than into a strange quark upon emission of a

W+ boson. In addition to the charge-raising and charge-lowering weak interactions

(which will be referred to collectively as "charge-changing" weak interactions), there

is a third type of weak interaction that is mediated by an electrically neutral gauge

boson called the Z0 boson. Experiments suggest that particle transformation is not

possible in this type of weak process. In fact, the CKM matrix was designed to forbid

all quark avor-changing neutral currents.

Using the Klein-Gordon equation it can be shown that the range of a force is

inversely proportional to the mass of its associated gauge boson. The mass of the

W� bosons is MW = 80 GeV/c2 and the mass of the Z0 boson is MZ = 91 GeV/c2,

thus accounting for the weak force's short range. The Standard Model postulates

that the observed disparity in strengths between the electromagnetic and weak forces

for low energy interactions is primarily due to the large masses of the weak bosons,

so that for gauge boson energies much greater than the weak boson rest energies the

two forces may merge into a single force called the electroweak interaction.

Experiments show that only left-handed[6] fermions exchange W bosons, which

implies that at very high energies only negative (positive) helicity fermions (antifermi-

ons) decay via the charge-changing weak interaction. It follows that these interactions

are not invariant under either the parity operation, P (also known as space inversion),

or the charge conjugation operation, C (which changes a particle into its antiparticle).

However, most charge-changing weak interactions are invariant under the combina-

tion of P and C operations. Subtle violations of CP invariance have been observed

in some types of weak interactions, namely neutral kaon decays. To allow for such

violations the dimensions of the CKM matrix must be at least 3�3. This was one of
the original reasons for postulating a third generation of quarks, which includes the

top quark.

The gravitational force is presumed to be mediated by gauge bosons with spin 2�h,

called gravitons. However, the e�ects of these gauge bosons are negligible for high

energy subatomic particles.
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1.1.3 The Standard Model

The Standard Model is a particle physics theory which postulates that all matter is

composed of quarks and leptons and that the fundamental forces of nature are medi-

ated by gauge bosons. To unify the electromagnetic and weak forces and account for

all observed fermion and gauge boson masses, while still keeping the theory renor-

malizable (i.e free from divergences), the Standard Model e�ectively introduces a new

hypothetical particle. The main features of the model are presented here.

In quantum �eld theory, interactions involving fermions and gauge bosons may be

represented by functions of space-time called Lagrangian densities. The Lagrangian

density, L, for a given process is de�ned so that the equation of motion for any fermion
or gauge boson participating in that process is given by:

@

@x�

�
@L

@(@ =@x�)

�
� @L
@ 

= 0 (1.1)

where  is the wave function (�eld) of the given fermion (gauge boson). Many useful

physical quantities can be e�ciently calculated from the Lagrangian density, including

decay rates, branching ratios and particle masses.

According to Noether's theorem, for every type of continuous transformation that

leaves a given physical system's equations of motion unchanged there exists a con-

served quantity. For example, requiring all physics experiments to be invariant under

translations in space leads to the conservation of linear momentum. Equation 1.1

implies that a su�cient condition for a system's equations of motion to be invariant

under a given transformation is that its Lagrangian density remain unchanged. For

example, the QED Lagrangian density for a charged fermion of mass m in a photon

�eld, A�, is:

L =  (i�@� �m) � e �Q A� �
1

4
F��F

�� (1.2)

where  is the fermion's wave function, F�� is the electromagnetic �eld strength

tensor and Q is the charge operator, whose eigenvalue is the electric charge (divided

by e) of the given fermion. The �rst term of L leads to Dirac's equation for a free

fermion of mass m and the remaining two terms lead to Maxwell's equation for an

electromagnetic �eld, A�, in the presence of a four-vector current, j� = e �Q .

The second term of L is also interpreted as the interaction or "coupling" between the
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fermion and the photon �eld, where e is de�ned as the "coupling strength" of the

electromagnetic interaction in this context. An interesting aspect of equation 1.2 is

that it can be derived by requiring that the Dirac equation Lagrangian density be

invariant under a "gauge" (i.e. phase) transformation of the fermion wave function

given by:

 ! ei�(x)Q (1.3)

where �(x) is any function of space-time. Equation 1.3 is called a "local" (because �

depends on space-time) U(1)Q gauge transformation and the charge operator, Q, is

called the generator of this transformation. Invariance of L under this transformation

e�ectively "generates" the photon �eld by requiring the presence of the coupling term

in equation 1.2. It is believed that the �elds of all gauge bosons can be generated by

requiring some form of local gauge invariance.

The Standard Model's Lagrangian density for electroweak interactions is moti-

vated by the experimental observation that these interactions are invariant under two

particular types of local gauge symmetry groups called weak isospin, SU(2)L, and

weak hypercharge, U(1)Y . The subscript L reects the fact that only left-handed lep-

tons and quarks experience the charge-changing weak force. Under SU(2)L�U(1)Y
transformations the particle wave functions transform as:

 L ! ei~�(x)�
~T+i�(x)Y

2  L (1.4)

 R ! ei�(x)
Y
2  R (1.5)

where ~�(x) and �(x) are arbitrary functions of x, ~T � x̂T 1+ŷT 2+ẑT 3 is the generator

of rotations in weak isospin space, and Y � 2(Q � T 3) is the weak hypercharge

operator. The components of ~T are the Pauli spin matrices, multipied by 1
2 . By

convention, the basis of the SU(2)L representation is chosen as the eigenvectors of

the third component of ~T . These are the two component column vectors,

�
1
0

�
and�

0
1

�
, with eigenvalues, T 3 = +1

2 and T 3 = �1
2 , respectively.  L is a doublet in

weak isospin space whose components are the left-handed components of the wave

functions of any two lepton or quark states that can transform into each other via

the charge-changing weak force. By convention, these doublets are constructed so
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that the top-most component (i.e. the component with T 3 = +1
2) has the most

positive electric charge. To allow for inter-generational quark transformations the

T 3 = �1
2 components of  L consist of linear combinations of the d, s, and b quark

wave functions, with coe�cients determined by the CKM matrix.  R is a weak isospin

singlet with T 3 = 0 and can be the right-handed component of any lepton or quark

wave function.

To yield the expected equations of motion for the fermion wave functions and the

gauge boson �elds while still remaining invariant to SU(2)L�U(1)Y gauge transfor-

mations, the electroweak Lagrangian density must include the terms:

 L
�(i@��g ~T � ~W��g0

Y

2
B�) L+ R

�(i@��g0
Y

2
B�) R�

1

4
~W��� ~W ���1

4
B��B

�� (1.6)

where ( ~W� � x̂W 1
� + ŷW

2
� + ẑW

3
�) and B� are the weak isospin and weak hypercharge

vector �elds, respectively, g and g0 are their respective coupling strengths (in analogy

to e in electromagnetic interactions) and the terms involvingW�� and B�� are kinetic

energy terms (analogous to the term containing F�� in equation 1.2). Now, W 1
� and

W 2
� can be expressed in terms of the charged weak boson �elds, W�

� . Furthermore,

W 3
� and B� are related to the the electromagnetic �eld, A�, and the neutral weak

boson �eld, Z�, by the rotation:

A� = cos �WB� + sin�WW
3
� (1.7)

Z� = � sin �WB� + cos�WW
3
� (1.8)

where �W is the Weinberg angle (experimentally sin2 �W � 0:23). Therefore, equa-

tion 1.6 is almost completely analogous to the Lagrangian density for pure elec-

tromagnetic interactions given by equation 1.2. It only lacks required terms pro-

portional to the �nite masses of the leptons and the weak bosons. Unfortunately,

simply adding mass terms like �m L L to the Lagrangian density will both destroy

its SU(2)L�U(1)Y invariance and lead to divergences in the theory that cannot be

renormalized.

To generate the required mass terms, the Standard Model introduces an isospin

doublet, �, of complex scalar �elds. The T 3 = +1
2 component of � has electric charge
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Q = 1 and its T 3 = �1
2 component is neutral, so that � has weak hypercharge Y =

1. This new �eld is postulated to have a potential energy, V (�), of the form:

V (�) = �2�y�+ �(�y�)2 (1.9)

where � and � are arbitrary constants de�ned such that �2 < 0 and � > 0. The

minimum value of V (�) will be satis�ed by an SU(2)L�U(1)Y invariant manifold of

points given by:

�y� = ��
2

2�
(1.10)

The Standard Model generates the weak boson masses by including the terms:

j(i@� � g ~T � ~W� � g0
Y

2
B�)�j2 � V (�) (1.11)

in the electroweak Lagrangian density and then perturbatively expanding � about one

of the points for which V (�) is a minimum. To assure that the photon �eld remains

massless, this point is chosen so that the charged component of � is zero. Its neutral

component, v=
p
2, is chosen to be real. By choosing a particular expansion point

in the SU(2)L�U(1)Y invariant manifold of points, the SU(2)L�U(1)Y symmetry is

e�ectively "broken". Now, since � consists of four independent �elds, a perturbative

expansion of � about a given point will generally introduce four new �elds: one with

�nite mass and three with zero mass called "massless Goldstone bosons". However,

it is possible to make a local SU(2)L phase transformation of � which eliminates the

massless Goldstone bosons and e�ectively introduces one new real scalar �eld to the

theory called the Higgs �eld, h(x). Its associated particle, which has zero spin, is

called the Higgs boson.

Conveniently, this same symmetry breaking mechanism may be used to generate

the lepton and quark masses by including additional terms in the Lagrangian density.

For example, the term that generates the u and d quark masses is:

�Gd( u;  d)L� 
d
R �Gu( u;  d)L�c 

u
R + hermitian conjugate (1.12)

where  u and  d are the respective wave functions of the u and d quark, �c � 2iT 2��,

and Gd and Gu are arbitrary parameters introduced into the theory to yield the
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experimentally observed masses of the quarks. The electroweak Lagrangian density

will contain similar terms for the other quarks and massive leptons.

Hence, with equations 1.6, 1.11 and 1.12, the complete Standard Model elec-

troweak Lagrangian density can be constructed. After expanding �, the masses of the

various particles, including that of the hypothesized Higgs boson, can be extracted

from terms that are quadratic in a single type of fermion wave function or gauge

boson �eld. The Standard Model predicts the weak boson masses exactly but it only

predicts the fermion masses up to the arbitrary constants Gu, Gd, etc and the Higgs

boson mass (MH) up to the arbitrary constant �. There will be other terms that

contain combinations of di�erent wave functions and �elds. The coe�cients of these

couplings can be used to calculate the decay rates of various electroweak processes.

For instance, the partial width for the Higgs boson to decay into a fermion with wave

function, f , and its associated antifermion is obtained from the expansion term with

�eld dependence, hff . The coe�cient of this term is proportional to mf=MW where

mf is the fermion's mass. Therefore, the Higgs boson couples only weakly to most

leptons and quarks. An exception to this rule is the Higgs coupling to the top quark

since this quark has a mass that is comparable and, in fact, larger than that of the

W� bosons.

In quantum chromodynamics, the three di�erent color states of the quarks form

a triplet representation of a symmetry group called SU(3)C , which contains eight

independent non-commuting generators, Ta. The eight gluon �elds, G
a
�, are generated

by requiring the Dirac equation Lagrangian densities of the three di�erent quark color

states, qj, to be invariant under SU(3)C transformations. The Lagrangian density

then takes the form:

L = qj(i
�@� �m)qj � gs(qj

�Taqj)G
a
� �

1

4
Ga
��G

��
a (1.13)

where the �rst term is the sum of the Dirac equation Lagrangian densities for the

three color states, the second term represents interaction terms summed over the

three color states and the eight gluon �elds (gs being the QCD coupling strength)

and the third term is summed over kinetic energy terms for the gluon �elds (the

tensors, Ga
�� , being analogous to F�� of QED). In analogy to QED, no symmetry

breaking mechanism is needed here since the gluon gauge bosons are massless.
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Although the gravitational force is elegantly described by the theory of general

relativity, it cannot be incorporated into the Standard Model in terms of gauge boson

exchange because gravity has never been successfully quantized. However, it is hoped

that a theory exists which combines the gravitational force with other forces in such

a way that quantization is possible.

Hence, the Standard Model describes the strong, electromagnetic and weak in-

teractions in terms of a SU(3)C�SU(2)L�U(1)Y gauge invariant Lagrangian density

with three di�erent coupling strengths: gs, g and g0. Many of the predictions made

by the Standard Model have been successfully veri�ed by experiment. An example

is the �ne structure constant, � � e2=(4��hc), which is an asymptotic measure of

the electromagnetic coupling strength and can be used to calculate all other physical

quantities in QED, via perturbation theory. Theoretically, � is de�ned as the electro-

static repulsion energy of two electrons with spatial separation, �h=mc, divided by the

electron rest energy. Experiments have yielded: ��1 = 137.0359895(61), which is in

good agreement with theory. In the electroweak sector, the Standard Model requires

the weak boson masses to satisfy:

MW =
1

2
(

e

sin �W
)v (1.14)

MZ =
MW

cos �W
(1.15)

Using empirically observed numbers for v and �W , equations 1.14 and 1.15 yield

MW = 77.5 GeV/c2 and MZ = 88.4 GeV/c2, respectively. The weak bosons were

discovered by CERN in 1983 and their most recently listed experimentally measured

masses are, MW = 80.33�0.15 GeV/c2 and MZ = 91.187�0.0007 GeV/c2, in good

agreement with theory. The Standard Model also requires:

� � M2
W

M2
Zcos

2�W
= 1 (1.16)

where � is a measure of the relative strength of the neutral and charge-changing weak

interactions. Experimentally, � has been determined to be unity within an accuracy of

at least two decimal places. The Standard Model also makes several experimentally

veri�ed predictions about electroweak decay rates, including the partial widths for
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the possible decay channels of the weak bosons. In short, the Standard Model's

predictions are in impressive agreement with all experiments designed to test it thus

far.

Despite its strong agreement with empirical observations the Standard Model is

generally not regarded as the �nal answer. The reason for dissatisfaction with the

theory is that it includes several incomplete and ad hoc features. First, it assigns

three di�erent unrelated coupling strengths to the strong, electromagnetic and weak

forces. Consequently, it is believed that the SU(3)C�SU(2)L�U(1)Y model must be

a subset of a larger gauge theory called the grand uni�ed theory (GUT) that can

be described by a single coupling strength. Second, the Standard Model does not

incorporate gravity. For this reason, it is hoped that at high enough energies all four

forces can be uni�ed into a single force. Third, the Standard Model does not explain

why the constituents of matter are divided into quarks and leptons, each with three

di�erent generations. There are several models called supersymmetry (SUSY) theories

which attempt to predict these relationships. Fourth, the Standard Model's symmetry

breaking mechanism introduces a new particle (the Higgs boson) whose mass can only

be measured up to an arbitrary constant. In fact, other symmetry breaking theories

generate multiple Higgs bosons. Finally, the Standard Model has a total of nineteen

completely arbitrary parameters which include the nine non-zero fermion masses, the

three coupling strengths (gs, g, and g
0), the two Higgs parameters (MH and �), four

CKM matrix parameters and an additional QCD parameter. If neutrinos are proven

to have mass even more arbitrary parameters will enter the theory. Therefore, the

Standard Model is generally regarded as a very good low energy approximation to

a much larger undiscovered theory that successfully uni�es all the laws of physics,

much like Newton's laws of physics are a macroscopic approximation of the laws

of quantum mechanics and special relativity. More detailed information about the

Standard Model and related theories can be found in references [7], [8], [9], [10] and

[11].
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1.2 The Top Quark

The top quark is a spin 1
2�h fermion with electric charge +2

3e. According to the Stan-

dard Model, this quark is the T3 =
1
2 component of a third generation of weak isospin

quark doublets (see table 1.2). Since the discovery of the T3 = �1
2 component of this

doublet (i.e. the bottom quark) the Standard Model has required the existence of

the top quark for two main reasons: First, it is needed to complete the construction

of the 3�3 CKM matrix so that avor-changing neutral currents are suppressed and

CP violating processes like neutral kaon decays are allowed. Second, it is needed to

make the electroweak theory renormalizable by contributing terms that will cancel

unwanted contributions from the bottom quark. Knowledge of the top quark mass

(mt) is important since it is one of the nineteen independent parameters of the Stan-

dard Model. For instance, mt is needed to determine the top quark's coupling to the

Standard Model Higgs boson. It is also required for theoretical calculations of the top

quark's total decay width, which can be compared with future experimental results

as another test of the Standard Model. Perhaps most importantly, mt is needed as

a parameter in global �ts of electroweak precision measurements designed to predict

other Standard Model parameters, most notably MH . This section describes the top

quark's production and decay mechanisms and its history of discovery.

1.2.1 Production and Decay

The top quark events used by this analysis were produced by colliding protons (p)

with antiprotons (�p) at center-of-mass energies of
p
s = 1:8 TeV. These p�p collisions

normally result in low energy exchange scattering between the p and �p constituent

partons. Top quark production is only possible in rare instances when the interacting

partons from a p�p pair undergo large momentum transfer. For
p
s = 1:8 TeV and

mt > 100 GeV/c2, the top quark is predominantly produced in t�t pairs, from a virtual

gluon which itself is produced by q�q annihilation or gluon-gluon (gg) fusion. For

mt > 150 GeV/c2, q�q annhilation is expected to be responsible for more than 80% of

t�t production. The t�t production cross section (�t�t) is another important measurable

attribute of the top quark, as its deviation from Standard Model predictions would

signify unexpected production mechanisms and decay modes of the t�t pair. (See

section 4.5 for a de�nition of �t�t in terms of experimental observables in the dilepton

channel.)
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The total top quark decay width increases with mt, and for top quark masses

above the lower limit of 131 GeV/c2 the t�t pair is expected to decay via the charge-

changing weak interaction before forming a meson bound state. According to the

CKM matrix, the t (�t) quark will decay almost exclusively into a b (�b) quark and

a W+ (W�) boson. The b and �b quarks hadronize into jets while each of the W

bosons decay into either a lepton and its associated neutrino ("leptonic" decay) or

a q�q pair allowed by the CKM matrix that subsequently hadronizes into two jets

("hadronic" decay). All possible decay modes and associated branching ratios for a

t�t pair are shown in table 1.3, where the symbol q�q0 signi�es any quark-antiquark pair

(not including t or �t) that is allowed by the CKM matrix. The t�t decay modes are

customarily grouped into three major categories called the all-hadronic, lepton+jets

and dilepton decay channels. This classi�cation is also displayed in table 1.3.

Decay Mode Branching Ratio Decay Channel
t�t!(q�q0b)(q�q0�b) 36/81 All-hadronic
t�t!(q�q0b)(e���e�b) or (e

+�eb)(q�q
0�b) 12/81

t�t!(q�q0b)(������b) or (�
+��b)(q�q

0�b) 12/81 Lepton+jets
t�t!(q�q0b)(������b) or (�

+�� b)(q�q
0�b) 12/81

t�t!(e+�eb)(�
�����b) or (�

+��b)(e
���e�b) 2/81

t�t!(e+�eb)(�
�����b) or (�

+��b)(e
���e�b) 2/81

t�t!(�+��b)(�
�����b) or (�

+��b)(�
�����b) 2/81 Dilepton

t�t!(e+�eb)(e
���e�b) 1/81

t�t!(�+��b)(�
�����b) 1/81

t�t!(�+��b)(�
�����b) 1/81

Table 1.3: Decay modes and branching ratios for a t�t pair.

In the all-hadronic channel both W bosons decay hadronically so that the �-

nal state will consist of six energetic jets. This channel has a large branching ratio

(�44%). After correcting for mismeasurement of jet energies by the detector (see

sections 3.2) the kinematics of the six jets in the �nal state can be used to recon-

struct the top quark mass by identifying the jets from b quark hadronization (see

section 4.3) and requiring that the t and �t quark masses be equal. This channel

has the disadvantage of being heavily contaminated by higher order QCD multijet

production processes.
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In the lepton+jets channel one W boson decays hadronically while the other de-

cays leptonically. The branching ratio for this process is also approximately 44%.

However, decays involving the extremely short lived � leptons are not included in

standard searches so that the e�ective branching ratio for this channel is approxi-

mately 30%. A lepton+jets event must include an energetic charged lepton, which

makes it distinguishable frommuch of the multijet background events that obscure the

all-hadronic events. However, lepton+jets events are still contaminated by a smaller

class of QCD multijet events that include the direct production of a leptonically de-

caying W boson. This background is reduced by requiring the identi�cation of at

least one jet from b quark hadronization. The �nal state of the lepton+jets channel

must include a neutrino which, being uncharged, escapes detection. Therefore, only

one mass from the t�t pair can be fully reconstructed from the �nal state kinematics.

In the dilepton channel both W bosons decay leptonically. Events involving �

leptons are not included in standard searches so that the e�ective branching ratio

for this channel is only 5%. The dilepton channel has the additional disadvantage

of containing two undetected neutrinos, which makes top quark mass reconstruction

from raw data impossible. However, its �nal state also includes two highly energetic

charged leptons which makes it much more distinguishable from the QCD multijet

background events that plague the other two channels. Figure 1.1 shows a Feynman

diagram of t�t pair production, via q�q annihilation, followed by all possible t�t decay

modes. The analysis presented in this dissertation uses top quark data events taken

exclusively from the dilepton decay channel.

In accordance with QCD, the quarks and gluons involved in the top quark's pro-

duction and decay processes can spontaneously radiate gluons. This radiation is

divided into two categories called initial state radiation (ISR) and �nal state radi-

ation (FSR). ISR is de�ned to occur anytime before the t�t pair decays, while FSR

is de�ned as radiation from the t�t decay products. Both FSR and ISR lead to the

formation of additional jets in the �nal state. The number of these extra jets depends

partly on how jets are de�ned by the analysis (see section 3.1). Consequently, ISR

and FSR are a signi�cant source of errors in the measurement of jet energies. Uncer-

tainty about the e�ects of ISR and FSR on t�t �nal state kinematics must be included

as a systematic error in the determination of the top quark mass (see section 5.8.2).
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Figure 1.1: Feynman diagram showing t�t pair production via q�q annihilation and the
possible Standard Model decay channels for the t�t pair.

1.2.2 History of Discovery

Fermilab's discovery of the bottom quark in 1977 and subsequent measurements of

its weak isospin quantum number[12] helped trigger a series of vigorous searches for

the top quark. From the late 1970's to the early 1990's these searches served pri-

marily to set lower limits on the top quark mass. By the late 1980's, experiments

performed at e+e� colliders like Tristan, SLC and LEP had placed a lower limit of

close to 50 GeV/c2 on mt. Parallel searches for the top quark by the UA1 and UA2

experiments at CERN's �Sp�pS p�p collider (
p
s = 630 GeV) resulted in a lower limit on

mt of approximately 70 GeV/c
2. In 1992 the CDF collaboration at Fermilab's Teva-

tron p�p collider determined a lower limit of 91 GeV/c2 on mt at the 95% con�dence

level[13][14]. This result con�rmed that the top quark is heavy enough to decay into

a b quark and a W boson. The lower limit on mt was increased to 131 GeV/c2 in

1994 by Fermilab's D0 collaboration[15].

In April of 1994 the �rst direct evidence of the top quark's existence was presented

by CDF [16], using a data sample consisting of 19.3 pb�1 of integrated luminosity. A

total of 52 candidate lepton+jets events with 3 or more jets were identi�ed. To reduce

contamination fromW+jets background events, each lepton+jets event was required
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to contain at least one jet identi�ed by a b-tagging algorithm (see section 4.3). The

�nal lepton+jets sample contained 10 events, 6 of which had a b quark identi�ed

by the SVX b-tagging algorithm and 7 of which had a b quark identi�ed by the

SLT b-tagging algorithm. The estimated backgrounds for these two samples were

2:3 � 0:3 and 3:1 � 0:3 events, respectively. A total of 2 candidate dilepton events

were discovered, with an estimated background of 0:56+0:25�0:13 events. By performing a

maximum likelihood �t on the 7 lepton+jets events with more than 3 jets, the top

quark mass was estimated to be mt = 174�10(stat:)+13�12(syst:) GeV/c
2. Using the

total number of candidate t�t events, the estimated number of background events and

the known e�ciency of the detector, the t�t production cross section was determined

to be �t�t = 13:9+6:1�4:8 pb. The di�erence between the total number of candidate t�t

events and the total number of expected background events was inconsistent with

background uctuations by 2.8 standard deviations (�). This "signi�cance" was not

regarded as su�cient con�rmation of the top quark's existence. However, in December

of 1994 CDF presented results of an analysis[17] which provided further evidence that

the data was more consistent with t�t production than with direct QCD W + jets

production. The study used a 14 event subsample of the original 52 lepton+jets

event sample, containing jet kinematics highly uncharacteristic of QCD W + jets

production. Assuming a top quark mass of 170 GeV/c2, 8 of these 14 events were

found to be more consistent with t�t production than with direct QCD W + jets

production. The probability that these events were due to an upward uctuation in

the expected background was determined to be 0:8%.

The D0 collaboration observed a total of 9 candidate t�t events in 13:5�1:6 pb�1 of
data collected during the same period of Tevatron operation used by CDF to obtain

its preliminary results. D0 presented their initial �ndings[18] in November of 1994.

Of the observed events, 1 was a candidate dilepton event and the remaining 8 were

candidate lepton+jets events. Of the lepton+jets events, 4 contained a jet associated

with b quark decay. The expected number of background events for the combined

t�t sample was 3:8 � 0:9 events. Assuming a top quark mass of 180 GeV/c2 (160

GeV/c2), a t�t production cross section of 8:2� 5:1 pb (9:2� 5:7 pb) was calculated.

The signi�cance of this data sample was determined to be 1.9 �, which was also

considered too small to fully verify the top quark's existence.
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In February of 1995, after having collected an additional 48 pb�1 of data, the CDF

collaboration presented an updated report[19] on its search for the top quark. The

number of lepton+jets candidate events containing 3 or more jets and least one b-tag

had increased to 37. In this sample, 21 events contained a total of 27 SVX-tagged jets

and 22 events contained a total of 23 SLT-tagged jets. Of these events, 6 contained

jets identi�ed by both b-tagging algorithms. The numbers of b-tags expected from

background were 6:7�2:1 and 15:4�2:0 for the SVX-tagged and SLT-tagged samples,
respectively. The dilepton event sample increased to 6 events, with an estimated

background of 1:3�0:3 events. The entire data sample yielded a signi�cance of 4.8 �,

thus providing strong con�rmation of the top quark's existence. Using the number of

SVX-tagged events, the t�t production cross section was calculated to be �t�t = 6:8+3:6�2:4

pb. A subsample of 19 lepton+jets candidate events with an estimated background

contribution of 6:9+2:5�1:9 events was used to calculate the top quark mass, with the

result: mt = 176� 8(stat:)� 10(syst:) GeV/c2.

After collecting 50 pb�1 of data the D0 collaboration observed a total of 17 t�t

candidate events. In February of 1995, D0 also presented an analysis of its improved

data set[20]. This data sample consisted of 14 lepton+jets events and 3 dilepton

events. Of the lepton+jets events, 6 contained b-tagged jets. The total expected

background for the entire data sample was 3:8 � 0:6 events. The signi�cance of

the signal was calculated to be 4.6 � thus providing additional convincing evidence

of the top quark's existence. With this improved data set, D0 calculated the t�t

production cross section to be �t�t = 6:4 � 2:2 pb and the top quark mass to be

mt = 199+19�21(stat:)� 22(syst:) GeV/c2.

The data collected by the CDF collaboration during the period of Tevatron op-

eration known as Run 1 (from August 1992 to July 1995) had a total integrated

luminosity of 109�7 pb�1. A total of 83 candidate lepton+jets events with 4 or more

jets were obtained from the Run 1 data sample. After application of a standard �2

cut 76 of the events remained. These events were divided into four groups: Those

containing two SVX-tagged jets (5 events), those containing a single SVX-tagged jet

(15 events), those containing SLT-tagged jets but no SVX-tagged jets (14 events) and

those containing no b-tagged jets (42 events). The expected backgrounds for these

four categories were 5�3%, 13�5%, 40�9% and 56�15%, respectively and the top
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quark masses calculated for these categories were mt = 170:1�9:3 GeV/c2, 178:0�7:9
GeV/c2, 142+33�14 GeV/c

2 and 181:0 � 9:0 GeV/c2, respectively. By combining these

measurements, a top quark mass of mt = 175:9� 4:8(stat:) � 4:9(syst:) GeV/c2 was

measured in the lepton+jets channel and presented by CDF in September of 1997[21].

CDF observed a total of 9 candidate dilepton events in the Run 1 data sample. Of

these events, 2:4�0:5 were expected to be background. Two di�erent techniques were
used to calculate the top quark mass from these events. One technique estimated mt

by comparing kinematical distributions from the data to the same distributions for

t�t events generated by Monte Carlo simulations. The result for this technique was:

mt = 159 � 23(stat:) � 11(syst:) GeV/c2. The other technique worked in the rest

frame of the W boson and determined mt by measuring the total invariant mass of

the b quark and the charged lepton from W decay. The result for this method was:

mt = 163� 20(stat:) � 9(syst:) GeV/c2. These two techniques are briey described

in section 6.3. The masses obtained by these methods were combined to yield a top

quark mass of mt = 161�17(stat:)�10(syst:) GeV/c2, which was published by CDF

in September of 1997[22]. Due to its large errors, this result was recently replaced by

the value mt = 167:4� 10:3(stat:)� 4:8(syst:) GeV/c2 which was obtained by a tech-

nique called the "neutrino weighting method". The details of this new measurement

were submitted for publication in January of 1999[23] and a brief description of the

technique is presented in section 6.3.3. Two other analyses with errors comparable

to those obtained from the neutrino weighting method have recently been accepted

by CDF. One of them (briey described in section 6.3.4) applied a lepton+jets mass

�tting technique that was appropriately modi�ed for dilepton events. The other one

used the Dalitz-Goldstein mass �tting technique and is the main subject of this dis-

sertation.

In March of 1997 CDF presented a measurement ofmt using candidate all-hadronic

events from the Run 1 data sample[24]. An application of some standard kinematic

requirements yielded 187 candidate all-hadronic events, with an estimated background

of 164:8 � 1:2(param:) � 10:7(syst:) events. The sample contained a total of 222 b-

tagged jets. Before calculation of mt, the �nal sample was reduced to 136 events by

requiring each event to have at least 6 or more jets, at least one of which was b-tagged.

This analysis calculated a top quark mass of mt = 186�10(stat:)�12(syst:) GeV/c2.
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To calculate the t�t production cross section from Run 1 lepton+jets data, the

CDF collaboration used a data set containing 34 SVX-tagged events with a total of

42 SVX-tagged jets and 40 SLT-tagged events with a total of 44 SLT-tagged jets.

There was an overlap of 11 events between the SVX-tagged and SLT-tagged samples.

Assuming a top quark mass of mt = 175 GeV/c2, production cross sections of 6:2+2:1�1:7

pb and 9:2+4:3�3:6 pb were measured for the SVX-tagged sample and the SLT-tagged

sample, respectively. The production cross section was also measured from the entire

Run 1 dilepton event sample, with the result: �t�t = 8:2+4:4�3:4 pb. For the Run 1 all-

hadronic event sample a cross section of 9:6+4:4�3:6 pb was calculated from the 187 events

that contain at least one SVX-tagged jet. A separate calculation using events with

at least two SVX-tagged jets (a total of 157 events) yielded a cross section of 11:5+7:7�7:0

pb. In October of 1997 CDF announced a t�t production cross section of �t�t = 7:6+1:8�1:5

pb when the results from all three channels are combined[25].

During Run 1 the D0 collaboration collected of total 125 pb�1 of data. After appli-

cation of standard kinematic cuts there remained a total of 77 candidate lepton+jets

events, 5 of which contained soft muons identi�ed with b quark decay. The expected

background for this sample was approximately 65%. Based on these events, D0 an-

nounced a top quark mass of mt = 173:3� 5:6(stat:)� 6:2(syst:) GeV/c2 in March of

1997[26]. The total Run 1 data sample also yielded 6 candidate dilepton events, with

a background contribution of 23%. Application of a maximum likelihood technique

on this data [28] yielded a top quark mass of mt = 168:4 � 12:3(stat:) � 3:7(syst:)

GeV/c2. By combining the results found from the lepton+jets and the dilepton chan-

nels a top quark mass of mt = 172:0 � 7:5 GeV/c2 was obtained. Using the entire

Run 1 data set and assuming a top quark mass of mt = 173:3 GeV/c2, a t�t produc-

tion cross section of �t�t = 5:5 � 1:8 pb was calculated[27]. The latest D0 results for

measurement of mt in the lepton+jets channel and the dilepton channel have recently

been submitted for publication and can be found in references [29] and [30], respec-

tively. The t�t production cross section has also been updated[31] and submitted for

publication.
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Chapter 2

Experimental Apparatus

The experimental apparatus required to create and detect the top quark events used

by this analysis is presented. First the p�p collision process needed for the creation

of t�t pairs is outlined. Then the detectors used by the CDF collaboration to record

data event kinematics are described. Finally, details about the collaboration's on-line

system of data selection are presented. Note that since the collection of the data

used by this analysis, the experimental apparatus has been modi�ed signi�cantly in

preparation for the next period of data collection which is scheduled to begin in the

year 2000. This period (known as Run 2) will be marked by an approximately 100-

fold increase in instantaneous luminosity and an estimated 20-fold increase in data

collection by the CDF collaboration. Details about the necessary upgrades to the

experiment can be found in reference [32].

2.1 Particle Acceleration

To generate su�cient energy for the creation of massive particles like the top quark,

Fermi National Accelerator Laboratory (Fermilab) collided beams of protons with

beams of antiprotons at a total center-of-mass energy of
p
s = 1:8 TeV. Several

stages were used to create, store and accelerate the colliding particles so that this

energy could be achieved.

The �rst stage involved a Cockcroft-Walton electrostatic generator, which would

initiate the process by attaching some excess electrons to a collection of hydrogen

atoms. The resulting negative ions would then be introduced to a positive voltage

where they would be accelerated to an energy of 750 keV before exiting the generator.

For the second stage, the negative hydrogen ions from the Cockcroft-Walton would

enter a 150 m long linear accelerator called the Linac where their energy would be

increased to 400 MeV. Upon exiting the Linac the ions would be converted into

protons by passing through a carbon foil that removed their electrons. In the third,

stage the protons from the Linac would enter a 75 m radius rapid cycling synchrotron

called the Booster. Here the energy of the protons would be raised to 8 GeV and they
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would be injected in twelve bunches into a 6.3 km circumference proton synchrotron

called the Main Ring (which, in preparation for Run 2, has been replaced by another

particle accelerator called the Main Injector[33]). In the fourth stage, the proton

bunches from the Booster would be recombined into a single bunch and accelerated

to an energy of 150 GeV in the Main Ring. For the �nal stage, the 150 GeV proton

bunch would enter another proton synchrotron called the Tevatron, a ring of 1,000

super-conducting magnets located directly below and in the same tunnel as the Main

Ring. The Tevatron would then accelerate the proton bunch to an energy of 900

GeV. To achieve full operation, these �ve stages would be repeated until there were

6 evenly spaced 900 GeV proton bunches circulating in the Tevatron.

To create an antiproton bunch, stages 1 to 3 would be repeated to form a proton

bunch in the Main Ring. After the bunch had attained an energy of 120 GeV it

would be extracted and transported to a �xed target area. The protons would then

be focused on a target where a large number of secondary particles, including antipro-

tons, would be created. The antiprotons would then be extracted and directed to a

Debuncher ring where their momentum would be reduced by the process of stochastic

cooling. Following this stage, they would be transferred to an accelerator called the

Accumulator ring for temporary storage. When enough antiprotons had been stored

they would be reinjected in 8 GeV bunches into the Main Ring, but in a direction

opposite to that of the protons. The antiproton bunches would then be recombined

into one bunch which would be accelerated to 150 GeV before being injected into

the Tevatron where it would reach an energy of 900 GeV. This procedure would be

repeated until there were six antiproton bunches in the Tevatron.

When the proton and antiproton bunches had each attained energies of 900 GeV

they would be focused for collision in two expermental areas located on the circum-

ference of the Tevatron. These two locations are referred to as the Collider Detector

at Fermilab (or the CDF detector) and the D0 detector. This analysis uses data that

was collected by the CDF detector during the period of Tevatron operation known

as Run 1. This run is divided into two parts called Run 1A and Run 1B. The total

integrated luminosity for Run 1A (August 1992 - May 1993) was 19.3 pb�1 and the

total integrated luminosity for Run 1B (January 1994 - July 1995) was 90.1 pb�1. An

overhead view of Fermilab's Run 1 particle accelerator is shown in �gure 2.1.
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Figure 2.1: Fermilab's Run 1 particle accelerator (looking south).

2.2 CDF Detector

The CDF detector used for Run 1[34] consisted of a collection of charged-particle

tracking chambers, sampling calorimeters, particle absorbers and muon detectors

that were designed to cover a large fraction of the solid angle around the nominal

interaction region. A description of the detector is presented here. See appendix A

for explanation of the standard coordinates (x, y, z, r, �, � and �) used to designate

location within the detector. See appendix B for the de�nitions of some standard

CDF kinematic variables (PT , ET and 6 ~ET ) that are frequently mentioned in this dis-

sertation. General descriptions of basic detector elements discussed in this section

(e.g. calorimeters, scintillators and drift chambers) can be found in references [35]

and [36]. A cross-sectional view of one quadrant of the Run 1 CDF detector is shown

in �gure 2.2 (A similar diagram is shown in Appendix A).

2.2.1 Tracking Chambers

Concentric to the beam line and centered at z = 0 was a super-conducting solenoid of

length 4.8 m and radius 1.5 m that generated a 1.4-T magnetic �eld. It surrounded

three tracking chambers that were used to detect charged particles and measure their

momenta.
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Figure 2.2: A cross-sectional view of one quadrant of the Run 1 CDF detector.

A 1.9 m long evacuated beryllium beampipe surrounded the beam line in the

vicinity of the interaction region. Surrounding the beampipe was a four-layer silicon

microstrip vertex detector (SVX). The SVX used for Run 1A is described in reference

[37]. The SVX was 51 cm long and had a radius of 7.87 cm. Due to the spread of

interactions along the beam line (see appendix A) the SVX geometrical acceptance

was approximately 60%. The SVX was symmetric about z = 0 and consisted of two

identical cylindrical modules each of which were divided into four layers radially and

12 wedges azimuthally. Each radial layer of a given wedge consisted of three silicon

microstrip detectors that were parallel to the beam line. 60 �m pitch axial readout

strips on the �rst three radial layers and 55 �m pitch axial readout strips on the

outermost radial layer provided precision track reconstruction in the plane transverse

to the beam. Each wedge contained 15 readout chips and each readout chip was

connected to 128 readout strips (channels) for a total of 46080 channels. According

to Run 1A data measurements the SVX single-hit resolution was � = 13�m and the

impact parameter resolution for high momentum particles was � = 17 �m[16]. During
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Run 1A, radiation damage to the readout chips caused a signi�cant degradation of

SVX performance. For example, on the innermost layer the average analogue pulse

size from a particle divided by the the noise level decreased from 9 to 6 over the course

of the run [16]. Consequently, for Run 1B the SVX was replaced with an upgraded

module[38] called the SVX'. The SVX' was very similar in design to the SVX, but

with the following major improvements: (1) the silicon microstrips were AC coupled

to reduce leakage current and noise, (2) the readout chips were made more resistant

to radiation and (3) the radius of the innermost radial layer was reduced from 3.00 cm

to 2.86 cm to increase the geometrical acceptance. For CDF top quark searches the

SVX has provided precision secondary vertex information for the detection of long-

lived particles like the bottom quark (see section 4.3). Figure 2.3 shows a schematic

of an SVX module.

Figure 2.3: Schematic of an SVX module.
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Surrounding the SVX was a vertex drift chamber (VTX)[39] which was intended

to provide tracking information up to a radius of 22 cm in the pseudorapidity range

j�j < 3:25. The VTX was segmented into 8 identical modules along the z direction.

The endcaps of each module were divided azimuthally into 8 wedges. Each wedge

contained wires that were perpendicular to both the beam line and the center line of

the wedge. Wire position and drift times were used to obtain track information in

the r� z view. Tracks that were reconstructed by the VTX were used to measure the

p�p interaction vertex along the z-axis with a resolution of 1 mm.

The third tracking chamber layer was the central tracking chamber (CTC)[40]

which was 3.2 m long and had an outer radius of 1.32 m. It consisted of 84 concentric

cylindrical layers of sense wires that used charged-particle tracking to reconstruct the

particle track and to determine its momentum. Information in the r � � plane was

provided by 5 axial superlayers, each containing 12 layers of sense wires that were

parallel to the beam direction. The r � z information was measured using 4 stereo

superlayers, each containing 6 layers of sense wires that were tilted at �3o relative
to the beam direction. The sense wire layers in each superlayer were segmented az-

imuthally into separate drift cells each containing a single line of sense wires. The cells

were tilted at an angle of 45o with respect to the radial direction to compensate for

the Lorentz angle of drift electrons caused by the crossing of the solenoidal magnetic

�eld with the drift electric �elds of the CTC. The transverse momentum resolution

of the CTC was �PT=PT�0:002, where PT is in units of GeV/c. Combining both

SVX and CTC information the transverse momentum resolution was �PT=PT�0:001.
Figure 2.4 shows a cross-sectional view of the CTC and its 12 layers of sense wires.

2.2.2 Calorimeters

The solenoid was surrounded by several layers of calorimetry, which covered the full

azimuthal range and a pseudorapidity range of j�j < 4:2. The calorimeters were

segmented into towers that projected out from the nominal interaction point (z = 0)

and whose geometry is most naturally described in terms of the coordinates (�; �).

The calorimeters were divided in � into three sections that are referred to as the

central, plug and forward regions. Each region had an electromagnetic calorimeter

layer followed by an hadronic calorimeter layer. The central region consisted of the
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Figure 2.4: Cross-sectional view of the Central Tracking Chamber.

central electromagnetic calorimeter[41] (CEM) and a hadronic calorimeter[42] that

was divided into two parts, the central hadronic calorimeter (CHA) and the wall

hadronic calorimeter (WHA). Similarly, The plug and forward regions consisted of

the calorimeters (PEM,PHA)[43] and (FEM,FHA)[44], respectively. Table 2.1 shows

the � range, energy resolution and thickness of the calorimetry components[16]. In

this table X0 stands for "radiation length", �0 stands for "interaction length" and

the symbol, �, implies addition in quadrature.

The central towers were 15o wide in � and 0.1 units wide in �. The CEM (CHA)

used alternating layers of lead (steel) absorber and polystyrene (acrylic) scintillator
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System Range Energy Resolution Thickness
CEM j�j < 1:1 13:7%=

p
ET � 2% 18 X0

PEM 1:1 < j�j < 2:4 22%=
p
E � 2% 18� 21 X0

FEM 2:2 < j�j < 4:2 26%=
p
E � 2% 25 X0

CHA j�j < 0:9 50%=
p
ET � 3% 4:5 �0

WHA 0:7 < j�j < 1:3 75%=
p
E � 4% 4:5 �0

PHA 1:3 < j�j < 2:4 106%=
p
E � 6% 5:7 �0

FHA 2:4 < j�j < 4:2 137%=
p
E � 3% 7:7 �0

Table 2.1: Properties of the calorimetry components used by the Run 1 CDF detector.

with phototube readout. Between the solenoid and the CEM there lay a set of pro-

portional chambers referred to collectively as the central preradiator detector (CPR).

The CPR provided r � � information on the early development of electromagnetic

showers. In the CEM, at a radial distance of about six radiation lengths away from

the CPR, lay a collection of proportional chambers with strip and wire readout called

the central electromagnetic strip detector (CES)[41]. The CES was located at the

approximate radial distance at which electromagnetic showers reach their maximum

and it provided both z and r�� information about electromagnetic shower position.

The towers in the plug and forward regions were 5o wide in � and 0.1 units wide

in �. The PEM and FEM (PHA and FHA) consisted of layers of lead (steel) absorber

interspersed with gas proportional chambers that used cathode pad readout. For

measuring electromagnetic shower position, the PEM used strips that gave � and

� information. Figure 2.5 shows the � � � segmentation of 1 octant of the CDF

calorimetry.

When measuring the event coordinates of an electron (hadronic jet) in the calorime-

ter the direction of the tower was taken to be a unit vector pointing from the event

vertex to the point on the tower center line where electromagnetic (hadronic) shower

maximum was calculated to occur.

2.2.3 Muon Detectors

Outside of the central hadronic calorimeter were four layers of drift chambers known

collectively as the central muon detection system (CMU)[45]. The central calorimetry

acted as a hadron absorber while allowing muons with PT greater than 1.5 GeV/c to
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Figure 2.5: The �� � segmentation of 1 octant of the CDF calorimetry.

reach the CMU. Beyond the CMU was 0.6 m of hadron absorbing steel followed by

four more layers of drift chambers to detect muons. This system was added in 1992

and is known as the central muon upgrade (CMP). In addition, two free-standing

conical arches that contained drift chambers for muon detection and scintillators for

triggering were placed on both ends of the CDF detector. This system is referred

to as the central muon extension (CMX). Together, the CMU and the CMP covered

approximately 84% of the solid angle for the region j�j < 0:6. The CMX covered

approximately 71% of the solid angle for the region 0:6 < j�j < 1:0.

A muon drift chamber layer consisted of several drift cells each of which contained

a single axial sense wire that was parallel to the beam line. A track segment in the

r�� view was formed by hits on a pair of axial sense wires, from two alternating layers,

that intersected the same radial line emanating from the beam axis. To determine

which side of the radial line the track segment lay the arrival times of drift electrons

to these sense wires were compared to the times for the same drift electrons to arrive

at a pair of sense wires, from the other two layers, that intersected a radial line that

was slightly o�set (by about 2 mm) from the original radial line. The resolution of

track measurement in the r � � plane was about 250 �m. Figure 2.6 shows a track
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passing through the 4 layers of a muon drift chamber. The z position of a track

segment was determined by comparing pulse heights at each end of sense wires that

contained hits. The resolution in the z direction was 1.2 mm. By measuring the time

for the drift electrons to reach the sense wires the azimuthal angle of deection, �,

due to the solenoidal magnetic �eld in the CTC was measured. The value of � was

used to calculate the transverse momentum, PT , of the muon track. High PT particles

had large radii of curvature in the CTC, which translated to small values for �. The

PT information from the muon detectors was used for inclusive muon triggering (see

section 2.3).

Muon track Radial centerline

55 mm

t4

t

To pp interaction vertex
_

2

Figure 2.6: A track passing through the 4 layers of a muon drift chamber.

2.2.4 Luminosity Measurement

To measure the luminosity at CDF a plane of scintillation counters with polar angular

range 0:32o � � � 4:47o was placed in front of the detector at a distance of 5.8 m from

the nominal interaction point (z = 0). A similar plane of counters with angular range

175:53o � � � 179:68o was placed behind the detector at the same distance from the
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interaction point. These two counters together were referred to as the beam-beam

counters (BBC's)[34] and they covered the pseudorapidity range 3:24 < j�j < 5:88.

Whenever hits in both counters were no more than 15 ns apart a minimum-bias trigger

was activated. The instantaneous luminosity, L, was de�ned for CDF as the rate of

such coincidences in the BBC's divided by the e�ective cross section of the counters.

The e�ective BBC cross section was measured to be �BBC = 51:2�1:6 mb. The average
instantaneous luminosity for Run 1A (Run 1B) was 0:54�1031 cm�2s�1 (1:6 � 1031

cm�2s�1) which corresponds to approximately 1 (3) interactions per bunch crossing.

Accounting for possible background signals in the BBC's, a total uncertainty of 3.6%

(8.0%) was placed on the integrated luminosity,
R Ldt, for Run 1A (Run 1B). The

total integrated luminosity for Run 1 was 109:4� 7:2 pb�1[46].

2.3 CDF Triggers

Before an event at CDF could be stored on tape for o�-line analysis it was required

to pass three successive on-line hardware trigger stages[47];[48], commonly referred to

as levels 1, 2 and 3. The triggers were designed to: (1) select the most promising

events for a given analysis, (2) minimize the amount of events lost during a trigger

decision (i.e. minimize dead time) and (3) reduce the �nal selection rate to a level

acceptable for storing data on magnetic tape. The data that was implemented in the

search for t�t events was collected using inclusive electron and muon triggers. For the

purpose of triggering, the electromagnetic and hadronic calorimeter information was

each grouped into towers that were 15o wide in � and 0.2 units wide in �. The trigger

system made use of a fast two-dimensional hardware track �nder, called the central

fast tracker (CFT)[49].

The level 1 inclusive electron trigger for Run 1B required a single calorimetry tower

with energy above one of the following thresholds: 8 GeV in the CEM, 12 GeV in the

CHA, 11 GeV in the PEM, 51 GeV in the PHA, 51 GeV in the FEM or 51 GeV in the

FHA. The level 2 trigger system for electrons used energy cluster information from the

electromagnetic calorimeters and two-dimensional CTC track information from the

CFT. Energy clusters were formed in the CEM (PEM) by searching for seed towers

with ET > 9 GeV (6 GeV) and adding to these seed towers all neighboring towers

with ET > 7 GeV (4 GeV). The energy clusters were required to have an hadronic

34



to electromagnetic energy ratio (Ehad=EEM) of less than 0.125. In the central region

the level 2 trigger required an energy cluster in the CEM with total ET > 9 GeV

to be matched with a CTC track with PT > 9:2 GeV/c as measured by the CFT.

The level 2 trigger in the plug region required either an energy cluster in the PEM

with ET > 20 GeV or an energy cluster in the PEM with ET > 15 GeV along with a

missing transverse energy magnitude of j6 ~ET j > 15 GeV.

The level 1 inclusive muon trigger[50] required one of the following: (1) a track

segment in the CMU with PT > 6 GeV/c that could be associated with hits in the

CMP, (2) a track segment in the CMU with PT > 6 GeV/c that was in coincidence

with the hadron calorimeter TDC's or (3) a track segment in the CMX with PT > 10

GeV/c that was in coincidence with hits on scintillators placed on both sides of

the CMX chambers. To prevent triggering on cosmic rays and other particles not

associated with the primary interaction the CMX scintillator coincidence was also

required to occur in a very narrow time window centered about the interaction time.

The level 2 muon trigger required a CFT track in the r�� plane to be matched with

a muon chamber track segment with PT > 9:2GeV=c that passed the level 1 trigger.

The maximum event rate is equivalent to the bunch crossing rate, which for six

proton and six antiproton bunches is approximately 280 kHz. The level 1 triggers

reduced this rate to the order of a few kHz. Since the level 1 trigger decisions were

made within the 3.5 �s between bunch crossings they incurred no dead time. The

level 2 triggers decreased the rate of acceptable events to the order of a few tens of

Hz. The level 2 decisions were made within 20 �s and contributed a dead time of the

order of a few percent.

The third level of triggering involved an on-line computer farm of commercial

processors. Events that passed the level 2 trigger were subjected to on-line software

reconstruction algorithms that were written primarily in Fortran and run in an en-

vironment similar to that used for o�-line analysis. Events selected by level 3 were

stored on magnetic tape for o�-line processing. For Run 1B The level 3 trigger that

was implemented for CEM electrons required a reconstructed energy cluster with

ET > 18 GeV and an associated reconstructed CTC track with PT > 13 GeV/c. For

the dilepton data set some additional requirements were made for central electrons

(see reference [46]). Plug electrons were required to have a reconstructed ET > 20
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GeV. For muons the level 3 trigger required the existence of a CTC track with PT > 18

GeV/c whose extrapolation to the radius of the CMU (CMP,CMX) muon chamber

was closer than 5 cm (10 cm) in r�� to a track segment in the chamber. In addition,

a minimum ionization requirement for the muon was applied by requiring that the

muon track's energy contribution to the CHA be less than 6 GeV. For Run 1A (Run

1B) the level 3 triggers reduced the event acceptance rate to a manageable level of

approximately 3-5 Hz (8 Hz).
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Chapter 3

Jet Energy Corrections

A brief description of the standard CDF o�-line jet reconstruction algorithm is pre-

sented. Then some standard jet energy corrections developed to account for both

detector and physics e�ects are described. The chapter concludes with a description

of some jet energy corrections designed speci�cally for dilepton t�t candidate events.

3.1 Jet Reconstruction Algorithm

The standard o�-line jet reconstruction algorithm[51] used by CDF begins by forming

preclusters consisting of contiguous towers with ET > 1:0 GeV, the highest ET towers

being near the center of each precluster. The preclusters are limited in size to 105o

in � and 0:7 units in �. This corresponds to a maximum size of 7� 7 (21� 7) towers

in the central (plug and forward) regions. Clusters are formed by �nding the ET

weighted centroids of the preclusters and forming cones in the � � � plane of �xed

radius R =
p
(��)2 + (��)2 around the centroids. All towers with ET > 100 MeV

whose centroids are inside a given cone are included in the associated cluster. Then

the ET weighted centroids of these new clusters are calculated and the procedure

continues until the tower assignment to all of the clusters remains constant. Further

redistribution of towers is necessary to prevent overlap between clusters. Dijet event

studies have shown that the optimal choice of cone size is in the range 0:4 < R < 1:0.

Presently, the most common choice of jet clustering cone size for most CDF analyses

is R = 0:4. The top quark mass measurement described in this dissertation was

repeated using a cone size of R = 0:7, without a dramatic change in results. Unless

stated otherwise, a cone size of 0.4 will be implied for all results presented in this

document.

3.2 Standard Jet Energy Corrections

The jet energies measured directly by the CDF calorimetry were incorrect[51] for sev-

eral reasons which included: (1) non-linear calorimeter response to low momentum

charged particles, (2) tracks of low momentum charged particles being deected out-
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side of the the jet clustering cone by the solenoidal magnetic �eld, (3) diminished

calorimeter response in the non-�ducial regions of the detector, (4) excess energy

from partons not associated with the hard scattering process ("underlying event" en-

ergy), (5) energy lost outside of the jet clustering cone ("out-of-cone" energy) due

to jet fragmentation[52] and gluon radiation e�ects and (6) small amounts of energy

deposited in the calorimeter by minimum ionizing particles like muons.

To correct for the non-linear response of the �ducial region of the central calorime-

ter (0:2 < j�j < 0:7) a Monte Carlo program was used to generate pairs of partons

in several bins of approximately at PT range. Additional programs then performed

fragmentation (tuned with test beam data) on these partons, reconstructed the result-

ing dijets using the standard jet clustering algorithm and simulated the CDF detector

measurement of these jets. For each event an "underlying event" was included and

the dijet system was given a transverse momentum boost to simulate soft gluon ra-

diation e�ects. Partons were associated with jets by comparing their directions. The

PT sum of all fragmentation daughter particles from a given parton that fell inside the

cone of the parton's associated jet cluster was divided by the jet cluster's transverse

momentum, P Jet
T . For each bin the average value of this ratio,



PParton
T =P Jet

T

�
, was

determined and the corrected jet energy, PParton
T , was calculated using:

PParton
T =

�
PParton
T

P Jet
T

�
� P Jet

T (3.1)

A plot of PParton
T vs. P Jet

T was made and from this curve a quadratic spline �t was used

to determine the average corrected jet energy as a function of P Jet
T . This correction

for the non-linear response of the central calorimetry is referred to as the "absolute"

jet energy correction[51];[53].

Jet energies in the plug and forward regions and in the non-�ducial regions of

the central calorimeter were corrected back to the �ducial region (0:2 < j�j < 0:7) of

the central calorimeter where the jet response was quite at in � and well known in

PT . The jet energy scale's pseudorapidity dependence was determined in the range

(�3:5 < � < 3:5) by using a dijet data sample containing one jet in the �ducial central

region (the "trigger" jet) and one jet outside of this region (the "probe" jet). Since

the PT of the dijet system was assumed to be zero the transverse momentum of the

probe jet, PProbe
T , was corrected to balance the transverse momentum of the trigger
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jet, PTrigger
T . For given values of � and PProbe

T the scaling factor took the form:

� =
PTrigger
T

PProbe
T

(3.2)

An average jet energy correction factor was determined by �tting the � dependence

on � to a smooth curve and generating several such curves by varying PT . Since this

energy correction depends on the central calorimeter response it is referred to as the

"relative" jet energy correction[53].

Using minimum bias data and the known non-linear jet response of the central

calorimeter an estimate of the excess energy due to underlying events was obtained.

This energy was independent of P Jet
T and was generally quite small compared to P Jet

T .

For a jet clustering cone size of 0.7 the average PT from underlying events has been

estimated[53] to be about 1 GeV/c.

A jet's out-of-cone energy loss, POOC
T , is de�ned simply as the PT sum of all

daughter particles of the jet's associated parton minus the PT sum of those daughter

particles inside of the jet's clustering cone. From the same dijet Monte Carlo data

that was used to determine the absolute jet energy scale it was found that POOC
T

varies slowly with P Jet
T and has the form:

POOC
T = �

�
1� �e�P

Jet
T

�
(3.3)

where the values of �, � and  depend on the jet clustering cone size. POOC
T is generally

quite small compared to P Jet
T and its dependence on P Jet

T is expected to vary for

di�erent jet production processes. Consequently, jet energies are not always corrected

for POOC
T but rather its e�ects are included in the overall jet energy uncertainty after

other corrections have been made[53].

It has been estimated[16] that these jet energy corrections increase the measured

jet energies by about 30%. The corrected jet energies are still uncertain by an esti-

mated 10% due to detector e�ects and soft gluon radiation contributions[16];[54]. This

estimate could be reduced by doing ET balancing studies on di-jet events in which

one jet's energy is fully contained in the �ducial central region where the jet energy

scale is well understood[16].

This jet energy correction package is commonly referred to as QDJSCO[55] by

the CDF Collaboration. The latest version of QDJSCO was released in 1996 and is
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also referred to as JTC96s. Unless otherwise stated, absolute, relative, underlying

event and out-of-cone corrections have been applied to all jet kinematics used in this

dissertation.

3.3 Jet Energy Corrections for Dilepton Events

Studies have shown[56] that the jet energy corrections of the QDJSCO package are

insu�cient when applied to t�t events. There are several reasons for this inadequacy:

(1) QDJSCO does not correct for the energy carried by neutrinos from b quarks that

decay semi-leptonically; (2) The QDJSCO corrections are too insensitive to the PT

spectrum of the jets at the parton level. The jet PT spectrum used to derive the

QDJSCO corrections was divided into 4 GeV/c bins. To maintain high statistics,

roughly the same numbers of jets were included in each bin, thus ignoring the actual

cross section for producing jets of a given PT ; (3) The events used to derive the

QDJSCO corrections were generated using an ISAJET[57] based jet fragmentation

model, which di�ers signi�cantly from the fragmentation model used by HERWIG[58].

For example, the underlying event PT spectrum of ISAJET is noticeably larger than

that of HERWIG; (4) QDJSCO corrections were determined from di-jet Monte Carlo

events. This is notable because the jet multiplicity of t�t events is generally greater

than two so that the e�ects of underlying events and jet cross-talk are greater for t�t

events than for di-jet events; (5) The QDJSCO corrections have no dependence on

top quark mass while studies show[59] that the discrepancy between jet energy and

associated parton energy is clearly mass dependent.

Large samples of HERWIG dilepton events with QFL detector simulation[60];[61]

were generated with input top quark masses of 140, 160, 170, 180, 200, 220 and 240

GeV/c2 to determine an improved set of jet energy corrections speci�cally tailored to

t�t events in the dilepton decay channel[59]. A jet clustering cone size of 0.4 was used

and only events for which the b and �b quarks had energy greater than 5 GeV/c2 were

considered. The following procedure was applied for a given top quark mass:

1. Only events and jets that passed the standard CDF dilepton event selection

cuts (see chapter 4) were used.

2. The b and �b quarks were matched to their associated jets. This was done by

considering all jets within a distance of 0.4 in the ��� plane from the b (or �b) quark.

40



The QDJSCO corrections were applied to all of these jets. The jet whose PT was

closest to that of the b (or �b) quark was identi�ed as that quark's associated jet.

3. The ratio R = PH
T =P

Q
T was calculated, where PH

T is the transverse momentum

of the b quark and PQ
T is the transverse momentum of its associated jet after being

corrected by QDJSCO.

4. The spectrum of PQ
T values was divided into bins of width 4 GeV/c and and a

histogram of R values was created for each bin.

5. A plot consisting of the mean value of R versus the central value of PQ
T for

each bin was constructed. A similar plot containing the root-mean-squared (R.M.S.)

of R versus the central value of PQ
T for each bin was also created.

6. The means and R.M.S.'s of the R values for each bin were used to perform

a quadratic �t. The resulting curve represents the new jet energy corrections as a

function of PT for the given input top quark mass. A similar curve of the errors

(R.M.S. values) on the new corrections as a function of PT for the given top quark

mass was also created.

7. This procedure was repeated for the entire generated range of input top quark

masses to derive the dependence of the corrections on top quark mass.

8. Corrections were derived for four di�erent types of b quark decay: (i) No

semileptonic decay (generic b jets). (ii) Semi-leptonic decay into an electron and

associated neutrinos. (iii) Semi-leptonic decay into a muon and associated neutrinos

for which the muon PT has been added back into the b jet PT . (iv) Semi-leptonic

decay into a muon for which the muon PT has not been added back into the b jet PT .

This set of corrections is commonly referred to as DLJSCO. A similar set of

corrections was generated for lepton+jets t�t events (LLJSCO) and multi-jet (i.e. all-

hadronic) t�t events (MJJSCO).

The DLJSCO corrections generally decrease with increasing PQ
T for a given top

quark mass. The functions used to �t the plots of average R and error on R as

functions of PQ
T are all of the form: Y = exp(p1+p2�PQ

T )+p3. The �tted parameters

(p1; p2 and p3) for a top quark mass of 170 GeV/c2 are shown in Table 3.1. The

mean and R.M.S. values of R when histogrammed for the complete range of PT are

presented in table 3.2 for a top quark mass of 170 GeV/c2.
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generic decay to e decay to � decay to �
(with � PT ) (no � PT )

mean p1 0.1933 -0.0035 0.2956 0.3002
p2 -0.04772 -0.02858 -0.03083 -0.02869
p3 0.9119 0.9045 0.8845 0.9886

R.M.S. p1 -0.2388 -0.4796 -0.7650 -0.7455
p2 -0.05150 -0.04378 -0.04255 -0.02542
p3 0.1511 0.1886 0.2326 0.2134

Table 3.1: Fitted DLJSCO parameters for a top quark mass of 170 GeV/c2.

generic decay to e decay to � decay to �
(with � PT ) (no � PT )

Mean of R 1:020� 0:002 1:103� 0:004 1:066� 0:005 1:311� 0:006
R.M.S. of R 0.262 0.302 0.324 0.416

Table 3.2: Mean and R.M.S. of R for a top quark mass of 170 GeV/c2.

The DLJSCO corrections were derived for several di�erent top quark masses and

then compared to those determined for a top quark mass of 170 GeV/c2. The cor-

rections for masses of 160 and 180 GeV/c2 are very close to those for 170 GeV/c2.

The corrections generally increase with decreasing top quark mass. For example, for

generic b jets the correction for a top quark mass of 140 GeV/c2 is larger than the

correction for a mass of 170 GeV/c2 by 10% at a jet PT of 30 GeV/c and by 3%

at jet PT greater than 70 GeV/c. Conversely, the correction for a top quark mass

of 200 GeV/c2 is smaller than that for a mass of 170 GeV/c2 by 10% at a jet PT

of 35 GeV/c and by 4% for jet PT above 70 GeV/c[59]. The correction coe�cients

(p1; p2 and p3) were parameterized as a function of top quark mass using the form:

A+B�Mtop +C�M2
top. The �tted parameters, A; B and C are shown in table 3.3

The DLJSCO jet energy corrections were applied to all jets used in the top quark

mass reconstruction analysis described by this dissertation. In constructing the like-

lihood function for the mass �tting technique (see chapter 5), the DLJSCO errors on

the jet energy corrections were also utilized. The DLJSCO corrections were always

applied after the QDJSCO corrections, as prescribed by reference [59].
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generic decay to e decay to � decay to �
(with � PT ) (no � PT )

Mean p1 A 2.5656 -1.5739 1.2473 1.1586
B -0.21134E-01 0.16639E-01 -0.13525E-01 -0.73227E-02
C 0.41358E-04 -0.43525E-04 0.41447E-04 0.14023E-04

Mean p2 A -0.21592 -0.13455 -0.28122E-01 -0.93260E-01
B 0.15291E-02 0.89153E-03 -0.47843E-04 0.48458E-03
C -0.31429E-05 -0.17451E-05 0.28538E-06 -0.68163E-06

Mean p3 A -0.25150 -0.16415 -0.62096 -0.52455
B 0.11114E-02 0.15266-02 0.36893E-02 0.52650-02
C -0.81020E-06 -0.35517E-05 -0.49025E-05 -0.13000E-04

R.M.S. p1 A -0.69123 -3.0134 2.1430 -0.31307
B 0.64655E-02 0.30507E-01 -0.29356E-01 -0.75232E-02
C -0.23219E-04 -0.88930E-04 0.71412E-04 0.27957E-04

R.M.S. p2 A -0.20864 -0.26122E-01 -0.39242 -0.29732E-01
B 0.13328E-02 -0.51891E-03 0.32427E-02 -0.23425E-04
C -0.23149E-05 0.23952E-05 -0.69628E-05 0.47705E-06

R.M.S. p3 A 0.28476E-01 -0.45316 0.25929 -0.59588
B 0.16519E-02 0.76261E-02 0.35942E-03 0.91860E-02
C -0.56402E-05 -0.22374E-04 -0.31827E-05 -0.27349E-04

Table 3.3: Fitted parameters of mass dependent quadratic functions utilized by
DLJSCO.
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Chapter 4

Dilepton Event Selection

The standard kinematic cuts used by the CDF collaboration to extract dilepton event

candidates from the Run 1 data sample are presented here. The e�ciency of this pro-

cedure is quanti�ed and the types of background events expected to remain after

application of the cuts are discussed. The chapter concludes by summarizing the

complete CDF Run 1 dilepton event sample along with its expected levels of back-

ground contributions.

4.1 Electron Selection Cuts

The standard CDF dilepton event search looks for electron-like objects in the central

region (j�j � 1:0) and in the parts of the plug region where both calorimeter and

tracking information is available (1:20 < j�j < 1:35). Detector location cuts[46] are

applied to reject electrons that are close to calorimeter boundaries where energy

measurements are unreliable. These �ducial cuts reduce the solid angle coverage for

the central (plug) electrons by 16% (11%).

In searching for central electron candidates, energy clusters are formed in the

CEM which consist of a seed tower with ET > 3 GeV and the two towers closest in

pseudorapidity to the seed tower. A central electron candidate is required to have a

CTC track extrapolating to one of these CEM clusters. Electron-like objects resulting

from the conversion of photons into e�e+ pairs before reaching the CTC are rejected.

An electron is assumed to originate from such a conversion if it does not possess a

matching VTX track or if there exists an electron CTC track of opposite sign such

that (1) the two tracks are closely aligned in the r� z view (�(cot�) < 0.06), (2) the

closest approach of the two tracks in the r � � view is less than 0.3 cm and (3) the

estimated radius of the conversion is less than 50 cm.

In addition to the cuts on �ducial region and photon conversion, cuts are made

on the following kinematic variables to distinguish the central electrons from charged

hadrons:
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(1) Ehad=EEM: The ratio of hadronic calorimeter energy to electromagnetic calorime-

ter energy.

(2) E=P : The ratio of calorimeter energy to track momentum.

(3) j�xj: The distance in r � � between the position of the extrapolated track and

the CES shower position.

(4) j�zj: The distance in z between the position of the extrapolated track and the

CES shower position.

(5) Lshr: A comparison of the lateral shower pro�le of the calorimeter cluster with

that of test beam electrons. This variable is de�ned as:

Lshr = 0:14 �
X
i

Ei
meas �Ei

predq
0:14 � E2 + (�Ei

pred)2
(4.1)

where the sum is over the towers in the electromagnetic cluster (excluding the seed

tower), Ei
meas is the measured energy in tower i, Ei

pred is the predicted energy (using

test beam data) in tower i, E is the total electromagnetic energy of the cluster and

�Ei
pred is the uncertainty in Ei

pred.

(6) �2strip: A chi-squared comparison of the electron's CES shower pro�le in the strip

view with those of test beam electrons.

(7) z-vertex match: The distance in z between the electron's CTC track when extrap-

olated to the beam line and the nearest event vertex (i.e. the event vertex associated

with the electron).

(8) z-vertex location: The distance in z from the origin of the event vertex associated

with the electron.

(9) Ical: The calorimeter isolation is de�ned as the ET sum, excluding the electron ET ,

in all calorimeter towers that fall inside a cone of radius R =
p
(��)2 + (��)2 = 0:4

centered on the electron cluster, divided by the electron cluster ET .

(10) Itrk: The track isolation is de�ned as the PT sum of all CTC tracks, except that

of the electron, that fall within a cone of radius R = 0:4 centered on the electron's

CTC track, divided by the PT of the electron track.

PEM electron clusters are required to lie in a �ducial region of the detector. In

addition, cuts are made on the following kinematical variables to discriminate against

charged hadrons in the plug region.
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(1) Ehad=EEM

(2) fVTX: The VTX occupancy is de�ned as the number of hits in the VTX that

point to the PEM cluster divided by the number of hits predicted.

(3) �2trans: A chi-squared comparison of the electron's transverse pro�le in the PEM

with those of test beam electrons.

(4) �2depth: A chi-squared comparison of the electron's depth pro�le in the PEM with

those of test beam electrons.

(5) Track Match: A PEM electron is required to have a CTC track that passes through

at least 3 axial superlayers of the CTC.

(6) Ical

The electron search employs both a "tight" and a "loose" set of selection cuts.

Plug electrons are always considered loose in standard CDF analyses of Run 1 data.

Table 4.1 shows the complete set of electron selection cuts for dilepton events. From

a data sample of Z0 ! e�e+ events the selection e�ciency for tight (loose) CEM

electrons in the �ducial regions has been determined[16] to be 82:0�1:0% (89:0�1:0%).
Similarly, the PEM electron selection e�ciency is approximately 85�3%, excluding
a 25:0% loss due to the isolation cut. It should be noted that plug electrons are

no longer used in most CDF dilepton analyses, which results in only a 4% loss in

dilepton event acceptance (see section 4.5). However, plug electrons were utilized for

the analysis described by this dissertation.

4.2 Muon Selection Cuts

The dilepton search classi�es muons into two categories: Central (CMUO) muons

and Central minimum ionizing (CMIO) muons. A CMUO muon is required to have

a track segment in the CMU, CMP or CMX that matches a track in the CTC. This

limits the CMUO search to the detector region j�j � 1:0. CMIO muons are identi�ed

as those particles which do not have track segments in the muon chambers but which

have a CTC track that is matched to a calorimeter cluster that is consistent with a

minimum ionizing particle. This extends the muon search to the region j�j � 1:2.

and to non-�ducial regions of the central muon detection system. Since CMIO muons

do not produce track segments in the muon chambers they were not used as triggers.

The following kinematical variables are used to distinguish muons from charged

hadrons and cosmic rays:
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Variable Tight CEM cuts Loose CEM cuts PEM cuts
Ehad=EEM < 0:05 < 0:055 + 0:045�E=100 < 0:05
E=P < 1:8 < 4:0 -
Lshr < 0:2 < 0:2 -
j�xj < 1:5 cm < 1:5 cm -
j�zj < 3:0 cm < 3:0 cm -
�2strip < 10:0 - -
z-vertex match < 5:0 cm - -
z-vertex location < 60:0 cm < 60:0 cm -
fVTX - - > 0:5
�2trans - - < 3:0
�2depth - - < 15:0
Ical - - < 0:1
Track match - - applied
Conversion cuts applied applied -
Fiducial cuts applied applied applied

Table 4.1: Electron selection requirements for the CDF dilepton event analysis.

(1) EEM: Electromagnetic calorimeter energy.

(2) Ehad: Hadronic calorimeter energy.

(3) EEM+Ehad energy: Sum of the electromagnetic and hadronic calorimeter energies.

(4) Impact Parameter: The closest approach of the extrapolated CTC track to the

beam line.

(5) z-vertex match.

(6) z-vertex location.

(7) j�xCMUj: Distance in r�� between the extrapolated track and the track segment

in the CMU.

(8) j�xCMPj: Distance in r�� between the extrapolated track and the track segment

in the CMP.

(9) j�xCMXj: Distance in r�� between the extrapolated track and the track segment

in the CMX.

(10) Ical

(11) Itrk

(12) Superlayer number: The CTC track of a CMIO muon is required to pass through

at least 6 superlayers. At least 3 of these tracks must be axial and at least 2 of them

must be stereo.
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As is done for the electrons, both "tight" and "loose" cuts are applied to the

muons. CMIO muons are always considered "loose" in the standard analyses. Ta-

ble 4.2 shows the complete set of muon selection cuts for dilepton events. Some

additional �ducial cuts are necessary for the CMIO muons. When no isolation cuts

are applied the selection e�ciency has been determined to be 93:0�1:0% for both

CMUO and CMIO muons[16]. The isolation cut decreases the selection e�ciency for

CMIO muons by about 18:0%.

Variable Tight CMUO cuts Loose CMUO cuts CMIO cuts
EEM < 2:0 GeV < 2:0 GeV < 2:0 GeV
Ehad < 6:0 GeV < 6:0 GeV < 6:0 GeV
EEM +Ehad > 0:1 GeV > 0:1 GeV > 0:1 GeV
Impact Parameter < 0:3 cm < 0:3 cm < 0:3 cm
z-vertex match < 5:0 cm < 5:0 cm < 5:0 cm
z-vertex location < 60:0 cm < 60:0 cm < 60:0 cm
j�xCMUj < 2:0 cm < 2:0 cm < 2:0 cm
j�xCMPj < 5:0 cm < 5:0 cm < 5:0 cm
j�xCMXj < 5:0 cm < 5:0 cm < 5:0 cm
Ical - - < 0:1
Itrk - - < 0:1
Superlayer cut - - applied
Fiducial cuts - - applied

Table 4.2: Muon selection requirements for the CDF dilepton event analysis.

4.3 b-Tagging Algorithms

Several algorithms have been developed by CDF to identify (tag) b quarks by ex-

ploiting their long lifetimes and expected decay signatures. These algorithms were

originally developed for top quark searches in the lepton + jets decay channel where

b quark identi�cation is crucial for the separation of signal from backgrounds like

W + jets production. Since the expected background from W + jets production is

small for dilepton events, b-tagging is not a requirement for standard CDF dilepton

event searches. However, it is of interest to apply the b-tagging algorithms to the

dilepton event candidates as a further veri�cation that they represent the expected

signal.
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The b-tagging algorithms are divided into two basic categories: the SVX-tag rou-

tines and the soft lepton tag (SLT) routines. The SVX taggers utilize secondary

vertex information collected by the SVX (see section 2.2.1) to search for jets resulting

from b quark fragmentation. For Run 1A data three di�erent SVX b-tagging tech-

niques were applied: the jet-vertexing algorithm (JETVTX)[62], the jet-probability

algorithm (JPBTAG)[63] and the d� �[64] algorithm. While all three methods were

used to test each other, JETVTX was the algorithm of choice for most Run 1A

analyses. For Run 1B analyses a more e�cient SVX-tagger called the seed-vertexing

(SECVTX)[65] algorithm was developed to replace JETVTX. The SLT algorithms

search for b quarks that decay semi-leptonically (b!l�lX) or through cascade decays

(b!c!l�lX), where l is either an electron or a muon. The leptons from these decays

are considered soft because they are generally closely aligned with the b jet and have

much lower ET than the lepton candidates from W boson decay. This section will

give a brief description of the SECVTX and SLT b-tagging methods.

An important kinematical quantity used by the SECVTX algorithm is the impact

parameter signi�cance, d=�d, where d is a track's impact parameter and �d is the

uncertainty in d. For a positively charged particle, a positive sign (negative sign) is

assigned to the particle's impact parameter if the beam line lies outside (inside) of

the circle which describes the particle's trajectory in the x� y plane. This sign con-

vention is reversed for negatively charged particles. The absolute impact parameter

signi�cance, jdj=�d, tends to be large for long-lived particles, like the b quark. An-

other relevant quantity is Lxy, the decay distance in the x� y plane of a candidate b

quark. The sign of Lxy is de�ned as the sign of the vector dot product of a unit vector

pointing from the primary vertex to the secondary vertex and the vector sum of the

momenta of all tracks associated with the b quark decay. Long-lived particles are ex-

pected to have positive Lxy and large absolute decay distance signi�cance, jLxyj=�Lxy ,
where �Lxy is the error in Lxy. Figure 4.1 shows a diagram of a secondary vertex with

its decay distance and impact parameter clearly designated. A fake secondary vertex,

which contributes to b-tag background, is also shown in the �gure.

For a given event, the SECVTX algorithm is applied to all jets that lie in the

region j�j < 2 and have uncorrected ET > 15 GeV. For a given b jet candidate the

algorithm is executed in two passes. In the �rst pass the following "loose" selection
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Figure 4.1: Schematic of a secondary vertex from b quark decay.

cuts are applied to all CTC tracks that lie inside a � � � cone of radius 0.4 about

the jet: tracks must have jdj=�d > 2:5 and hits in at least 2 layers of the SVX; tracks

with 3 or 4 SVX hits must have PT > 0:5 GeV/c and be matched to at least one

good SVX cluster, where, by de�nition, a good cluster is associated with only one

CTC track and occupies no more than 3 silicon strips; tracks with 2 SVX hits must

have PT > 1:5 GeV/c, have both clusters de�ned as good and have their hits in

either the inner two or the outer two SVX layers. The tracks that pass these cuts

are grouped into a hierarchy of four classes. All tracks in classes 1 and 2 have at

least 2 good SVX clusters but the tracks of class 1 have PT > 2 GeV/c while the

tracks of class 2 have PT � 2 GeV/c. For jdj=�d < 10:0 (jdj=�d � 10) the tracks in

classes 1 and 2 are ranked by jdj=�d (number of good SVX clusters). The tracks in

classes 3 and 4 are only required to have 1 good SVX cluster and are ranked by jdj=�d.
Class 3 tracks have PT > 2 GeV/c and class 4 tracks have PT � 2 GeV/c. The two

best tracks in the class hierarchy are constrained to a single vertex called the seed

vertex. The seed vertex must always contain at least one track with PT > 2 GeV/c.

The remaining tracks are examined and whenever one of them is found to have an

absolute impact parameter signi�cance relative to the seed vertex of more than 3 the

track is associated with the vertex. After all tracks have been tested the algorithm

is terminated if 1 or more tracks have been added to the seed vertex. Otherwise, a

new seed vertex is formed from the next highest ranked pair of tracks and the search

for a secondary vertex candidate with 3 or more associated tracks continues. If no

such secondary vertex has been found after all pairs of tracks have been used, then
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the algorithm attempts a second pass that searches for a secondary vertex candidate

that is associated with 2 or more tracks that must pass a tighter set of selection cuts

than those used in the �rst pass of the algorithm.

In the default version ("option 3")[66] of the SECVTX algorithm used for Run

1B analyses the "tight" cuts used for the second pass are as follows: Tracks must

have PT > 1:5 GeV/c, jdj=�d > 3:0 and at least 3 SVX hits; Tracks with 4 SVX hits

must have at least one good cluster; Tracks with 3 SVX hits must have at least two

good clusters. All tracks that pass these cuts are constrained to a single secondary

vertex candidate and if any track contributes a �2 > 50 to this vertex �t then that

track is discarded, a new �t is performed with the remaining tracks and the procedure

continues until no more tracks are rejected. If no secondary vertex candidate with

at least two tracks, at least one of which has PT > 2 GeV/c, is found in the second

pass then the jet is rejected and the algorithm is applied to the next jet. (Note: The

second pass of the SECVTX algorithm is very similar to the JETVTX algorithm). If

a secondary vertex candidate is found in either pass then Lxy and �Lxy are calculated

from the vertex �t and if jLxyj=�Lxy > 3:0 and jLxyj < 2:5 cm then the secondary

vertex candidate is classi�ed as a b-tag.

The SLT algorithm starts with inclusive electron and muon data sets that contain

no implicit isolation cuts and whose PT thresholds are much lower (PT > 2 GeV/c)

than those in the inclusive lepton samples used for the detection of leptons from W

boson decay (see section 2.3). The soft electron search[67] uses information from the

CPR, CTC and CES. For a given event, all CTC tracks are subjected to cuts on

the number of axial and stereo superlayers, impact parameter, Ehad=EEM, E=P and

photon conversion. Tracks that survive these cuts are required to be in the �ducial

regions of both the CES and the CPR. Their extrapolations to the CES must be

closely matched to CES clusters whose shape and energy deposition is consistent

with electrons. Track extrapolations to the CPR must match to energy depositions

in the CPR that correspond to at least four minimum-ionizing particles. Finally, a

track's ionization loss in the CTC must be consistent with that of an electron.

The soft muon search[68] looks for CTC tracks that are matched to reconstructed

tracks in the CMU and the CMP. CTC tracks with PT > 3 GeV/c that are in the

combined CMU and CMP �ducial volume are required to be closely matched to track
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segments in both chambers. Since muons with PT < 3 GeV/c are generally absorbed

by the layers of steel preceding the CMP, CTC tracks with 2 < PT < 3 GeV/c are

only required to match with tracks in the CMU, but with tighter cuts. Since soft

muons are expected to be non-isolated, no minimum ionizing cuts are placed on their

calorimeter energy. Hadrons that are energetic enough to reach the CMU (hadronic

punch through) are rejected in the combined CMU and CMP �ducial region by the

requirement of CTC track matching to tracks in both chambers. In the region not

covered by the CMP, muon candidates with PT > 6 GeV/c are rejected if their

hadronic calorimeter energy deposition is greater than 6 GeV+
P
p, where

P
p is the

scalar sum of the momenta of all tracks within a cone of 0.2 about the muon candidate.

For Run 1B, CMX muons were added to the SLT search.

Monte Carlo simulations of t�t events were generated to determine the e�ciency

for tagging b quarks with the SVX-tagger for various masses of the top quark[66].

To get the actual e�ciencies the Monte Carlo e�ciencies had to be multiplied by a

scale factor that was determined by comparing the b-tagging e�ciency of an inclusive

electron data sample enriched in b�b events with that of a Monte Carlo simulation of

semi-leptonic b decays. The scale factor for Run 1B data was (95�5)%. For 60 pb�1
of data the SVX b-tagging e�ciency was determined to be 42�0:05% for � 3 jet t�t

events in a top quark mass range from 140 GeV/c2 to 180 GeV/c2. The acceptance for

tagging soft leptons in top events was also determined by using Monte Carlo events

with CDF detector simulation. The e�ciency for detecting an additional electron or

muon in t�t events with � 3 jets was determined to be 20�2%[19]. Although these

b-tagging e�ciencies for the SVX and SLT algorithms were generated for � 3 jet t�t

events they are not expected to di�er appreciably for � 2 jet t�t events since both

types of events contain exactly two b quarks.

4.4 Event Selection Cuts

Dilepton t�t events are produced by the process (see section 1.2.1):

p�p! t�t+X !W+bW��b+X ! l+�bl����b+X

As mentioned in section 1.2.1, events in which one or both of the W bosons decay

into � leptons and associated neutrinos are not included in standard CDF dilepton

event searches because of the short lifetime of � leptons. An example of a dilepton

event analysis that does make use of � leptons can be found in reference [69].
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The dominant types of background to the dilepton event signal are:

(1) W+W� production, where the W+ and the W� bosons decay leptonically.

(2) Drell-Yan production, which involves the production of photon or a Z0 boson with

the subsequent decay: ; Z0 ! e+e�; �+��.

(3) Z0 ! �+��, where the �+ and �� leptons decay into electrons or muons, along

with associated neutrinos.

(4) b�b production, where the b and �b quarks decay leptonically.

(5) Lepton misidenti�cation; This involves QCD multijet or W + jets processes that

imitate the t�t �nal state because at least one jet is mistakenly identi�ed as a lepton

candidate. These backgrounds are referred to as "fake" dilepton backgrounds.

The �ve types of background events mentioned here, along with a few other less

dominant types, will be described in detail in section 4.6.

To identify dilepton events with good e�ciency while signi�cantly reducing back-

grounds the following cuts are applied:

(1) At least two leptons that pass the electron or muon selection cuts listed in sec-

tions 4.1 and 4.2 are required. Backgrounds from b�b production, Z0 ! �+�� decays

and lepton misidenti�cation are e�ciently reduced by requiring that each of the two

lepton candidates has PT > 20 GeV/c. To further reduce backgrounds from lepton

misidenti�cation and b�b production the two lepton candidates must be oppositely

charged. In addition, at least one lepton candidate must be "tight" and both the

calorimeter isolation and the track isolation of this lepton must be less than 0.1. To

reduce Z0 boson decay backgrounds, e+e� and �+�� candidate events are rejected if

they have a dilepton invariant mass in the range 75 < Ml+l� < 105 GeV/c2. Algo-

rithms are also applied to remove events with cosmic rays faking muon candidates.

(2) Missing transverse energy is corrected for both jets and muons (see appendix B).

To reduce backgrounds from Drell-Yan events, Z0 ! �+��, b�b and lepton misidenti�-

cation the magnitude of the missing transverse energy, j6 ~ET j, is required to be greater

than 25 GeV. If 25 < j6 ~ET j < 50 GeV then a cut is also made on the direction of 6 ~ET .

Speci�cally, the azimuthal angle between 6 ~ET and the nearest candidate jet is required

to be greater than 20o. This cut is designed to reduce high 6 ~ET Drell-Yan background,

for which jet energy mismeasurement often leads to a 6 ~ET that is nearly aligned with

the jet itself[16]. Similarly the azimuthal angle between 6 ~ET and the nearest lepton

candidate is required to be greater than 20o. This reduces Z0 ! �+�� backgrounds
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for which one of the � leptons decays leptonically into a lepton candidate and two

energetic neutrinos.

(3) Since the b and �b quarks stemming from t�t decay can be quite energetic for top

quark masses exceeding 120 GeV/c2, at least two jets with uncorrected ET > 10 GeV

are required. These jet candidates are restricted to the region j�j < 2:0 and must not

be closely aligned with any lepton candidate. To further reduce backgrounds from

higher order jet processes the b-tagging algorithms can be applied to the candidate

jets.

4.5 Event Selection E�ciencies

The fraction of t�t events that pass all of the dilepton event selection cuts is referred to

as the absolute top acceptance in the dilepton channel, �dil. The largest contribution

(� 86%) to �dil comes from the desired signal, where theW� bosons from a t�t pair each

decay into an electron or muon and associated neutrinos[70]. However, �dil contains

a contribution (� 11%) from t�t events for which one of the W bosons decays into a

� lepton which itself decays into an electron or a muon, and a contribution (� 3%)

from lepton+jets events for which one of the b quarks decays into a high PT electron

or muon. Although �dil can also contain contributions from t�t events where both W

bosons decay into � leptons or where both b quarks decay into high PT electrons or

muons these e�ects are negligible due to the e�ciency of the lepton identi�cation cuts

of sections 4.1 and 4.2. The dilepton top acceptance is needed to determine the t�t

production cross-section, �t�t, via the equation:

�t�t =
Ndil

�dil
R Ldt (4.2)

where Ndil is the number of experimentally observed dilepton events and
R Ldt is the

integrated luminosity of the total CDF Run 1 data sample. To determine �dil as a

function of top quark mass large Monte Carlo samples, typically with � 80,000 events

per mass, were generated using QFL detector simulation. This section describes the

calculation of �dil.

The top acceptance in the dilepton channel may be expressed as the product of

several e�ciencies: �dil = �geom�PT ��trigger��ID��SS��iso��mass��6ET ��2�jet. Each e�ciency is

described below:
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(1) �geom�PT : The geometric and kinematical acceptance in the dilepton channel is

de�ned as the ratio of dilepton events to total number of t�t events, for which both

lepton candidates (i) are in the �ducial region of the detector, (ii) have ET > 20

GeV (PT > 20 GeV/c) if they are electrons (muons), (iii) have good CTC tracks,

(iv) are not associated with photon conversions and (v) lie within a cone of 0.4 of the

generator level leptons to which they are matched. �geom�PT is determined by �nding

the fraction of all generated t�t events that pass these cuts and then multiplying this

number by the branching ratio, 4
81 , for the t�t system to decay via the dilepton channel.

(2) �trigger: The trigger e�ciency is the fraction of dilepton events passing the geo-

metrical and kinematical cuts whose lepton candidates pass the trigger cuts described

in section 2.3. This e�ciency is independent of top quark mass and is almost 100%

e�cient for inclusive electrons and 94% e�cient for inclusive muons.

(3) �ID: The lepton identi�cation e�ciency is the fraction of dilepton events passing

the geometric, kinematical and trigger cuts that also pass all of the cuts presented in

sections 4.1 and 4.2 except the cuts on �duciality, track quality and photon conversion,

which are covered by �geom�PT, and the isolation cuts, which are covered by �iso (de�ned

below). Plug electrons are not included in the Run 1B calculation of �ID but this only

amounts to a 4% loss in �dil.

(4) �SS: The same sign e�ciency is the fraction of dilepton events passing the geo-

metric, kinematical, trigger and lepton identi�cation cuts which also satisfy the re-

quirement that the electric charges of the lepton candidates be opposite in sign.

(5) �iso: The isolation e�ciency is the fraction of dilepton events passing the geometric,

kinematical, trigger, lepton identi�cation and same sign cuts that also satisfy the

isolation cuts described in section 4.4.

(6) �mass: The Z
0 mass e�ciency is the fraction of dilepton events passing the geo-

metric, kinematical, trigger, lepton identi�cation, same sign and isolation cuts that

also pass the Z0 boson mass window cut presented in section 4.4.

(7) �6ET : The missing ET e�ciency is the fraction of dilepton events passing the

geometric, kinematical, trigger, lepton identi�cation, same sign, isolation and Z0

mass cuts that also pass the missing transverse energy cuts described in section 4.4.

(8) �2�jet: The 2-jet e�ciency is the fraction of dilepton events passing the geometric,

kinematical, trigger, lepton identi�cation, same sign, isolation, Z0 mass and missing

ET cuts that also contain two jets that pass the jet cuts described in section 4.4.
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Unfortunately, the detector simulation does not model every lepton identi�cation

variable realistically enough for �ID to represent the true fraction of dilepton events

passing the geometric, kinematical and trigger cuts that also pass the lepton identi-

�cation cuts. To correct for this discrepancy, the lepton identi�cation e�ciencies for

a Run 1B data sample of Z0!ll events with dilepton invariant mass, Ml+l�, in the

range 80 < Ml+l� < 100 GeV/c2 were compared to a sample of Monte Carlo Z0!ll

events that pass the geometric and kinematical cuts. These e�ciencies were calcu-

lated separately for the di�erent lepton types (tight central electron, CMIO muon,

etc.). Simply using the ratio of Z0 data e�ciency to Z0 Monte Carlo e�ciency was

not su�cient to correct �ID because the amount of jet activity in t�t events and Z0

events is di�erent and higher jet activity implies less isolated leptons which implies

lower e�ciency. To correct for this e�ect each lepton candidate in the t�t Monte Carlo

sample was assigned a scale factor that depended on both its type and its isolation. If

an event passed all of the dilepton event selection cuts then it was assigned a weight

consisting of the product of the two scale factors for the event. Finally, �ID was calcu-

lated as the weighted number of events divided by the unweighted number of events

that pass all of the dilepton event selection cuts.

Table 4.3[71] shows the dependences of the dilepton event selection cut e�ciencies

and the total dilepton acceptance on top quark mass, as determined by PYTHIA[72]

V 5:6 Monte Carlo samples. The e�ciencies are de�ned so that each e�ciency in the

table is calculated from the events that pass the cuts to the left of it. The only cut

e�ciencies that change signi�cantly with top quark mass are �geom�PT, �2�jet and �ID.

As top quark mass increases more energy is available to the leptons so that they can

have higher PT and be found in the central region with greater frequency. Therefore,

�geom�PT increases with increasing top quark mass. Similarly �2�jet increases with

increasing top quark mass since more energy becomes available to the jets. Larger

top quark mass also implies a higher rate of leptons stemming from b quark decay

with su�cient energy to pass the geometric and kinematical cuts. However, the

other daughter particles from b quark decay will become more energetic too so that

less of the leptons from b quark decay will pass cuts on variables (e.g. Ehad=EEM)

designed to distinguish leptons from hadrons. This explains why �ID actually decreases

with increasing top quark mass. The total top acceptance in the dilepton channel is

observed to almost double over the mass range of 130 GeV/c2 to 220 GeV/c2.
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Mtop �geom�PT �trigger �ID �SS �iso �mass �6ET �2�jet �dil
130 2.03 0.937 0.609 0.988 0.951 0.882 0.784 0.720 0.534�0.020
140 2.19 0.937 0.590 0.981 0.954 0.891 0.750 0.759 0.573�0.020
150 2.43 0.937 0.560 0.973 0.959 0.878 0.765 0.786 0.629�0.021
160 2.58 0.937 0.542 0.968 0.960 0.877 0.787 0.829 0.704�0.022
170 2.76 0.937 0.516 0.974 0.949 0.890 0.802 0.853 0.757�0.023
175 2.91 0.937 0.512 0.966 0.962 0.866 0.794 0.864 0.784�0.025
180 2.99 0.937 0.501 0.974 0.959 0.890 0.796 0.869 0.807�0.024
200 3.34 0.937 0.488 0.974 0.954 0.882 0.810 0.865 0.889�0.025
210 3.46 0.937 0.460 0.977 0.952 0.889 0.801 0.898 0.905�0.025
220 3.69 0.937 0.451 0.971 0.967 0.891 0.797 0.905 0.961�0.028

Table 4.3: E�ciencies for the Run 1B dilepton event selection cuts.

Originally, �dil was calculated from PYTHIA V 5:6 Monte Carlo event samples.

The dilepton acceptance for a top quark mass of 175 GeV/c2 was quoted as �dil =

0:77� 0:08%.[70] Recently, the acceptance has been recalculated using an average of

results obtained from samples of PYTHIA V 5:7 and HERWIG V 5:6 Monte Carlo

events. As a result, the acceptance in the dilepton channel for a top quark mass of

175 GeV/c2 is now quoted by CDF as �dil = 0:74� 0:08%.[73]

4.6 Background Events in the Dilepton Channel

The Standard Model predicts the existence of events that can potentially imitate

the dilepton signal. The dominant sources of these background events were listed in

section 4.4. In order to pass the jet selection cuts of section 4.4 most of these inter-

actions must be coupled with QCD processes that are of higher order than the tree

level production processes involved in top quark dilepton event production. There-

fore, the backgrounds should have a lower production cross section than the signal. In

addition, these events are expected to be substantially suppressed by the the dilepton

selection cuts listed in sections 4.1, 4.2 and 4.4. However, as shown in section 4.5,

these cuts were also designed to maintain high signal acceptance. This section out-

lines the methods used to predict the background contributions and to verify that the

dilepton cuts yield a high signi�cance, S=
p
B, where S is the number of signal events

and B is the total number of background events. Much of the information presented

in this section was obtained from reference [46], where it is described in considerable

detail.
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4.6.1 W+W�

This background process is: p�p!W+W� + 2jets + X ! l+�l��� + 2jets + X,

where the jets come from a higher order QCD processes. The number, NW+W�

,

of W+W� events in 109 pb�1 of data that are expected to pass the dilepton event

selection cuts is given by:

NW+W�

= �W
+W���(p�p!W+W�)�BR(W+W�!l+�l���)�

Z
Ldt (4.3)

where �W
+W�

is the e�ciency for the dilepton selection cuts to accept W+W� events,

�(p�p!W+W�) is the theoretical cross section for W+W� production via p�p colli-

sions at 1.8 TeV, BR(W+W�!l+�l���) = 0.05 is the branching ratio for both of the

W bosons to decay leptonically and
R Ldt = 109 pb�1 is the integrated luminosity.

From theoretical calculations, �(p�p!W+W�) = 9.5 pb with a 30% uncertainty. To

determine �W
+W�

, large samples of Monte Carlo W+W� events were generated with

detector simulation, the dilepton selection cuts were applied and the lepton ID cut ef-

�ciency was corrected via the method used in the acceptance calculation of section 4.5.

NW+W�

was then calculated using �W
+W�

. For a 100,000 event sample of ISAJET

events with QFL simulation this number was found to be NW+W�

= 0:58 � 0:19

events. However, this number was not taken as the �nal result because it is believed

that ISAJET does not produce the correct fraction of W+W� events that pass the 2

jet cut of the dilepton event selection process. This 2-jet fraction was calculated from

a sample of Z0 events that were generated with ISAJET and detector simulation with

the Z0 mass set equal to 250 GeV/c2, the average invariant mass of W+W� pairs.

Comparing this 2-jet fraction to the 2-jet fraction of actual Z0 data suggested that

the 2-jet fraction found for ISAJET W+W� events should be scaled up by a factor

of 1.61. This conclusion is based on the assumption that the jet activity in W+W�

events is very similar to that in Z0 events. An independent study using VECBOS[74]

with the HERPRT[75] jet fragmentation model found this factor to be 1.44 when the

Q2 scale is set to 250 GeV and 1.83 when the Q2 scale is set to the average PT of

the jets. Using the average value (1:6 � 0:4) of the three versions of the factor, the

W+W� background was calculated to be: NW+W�

= 0:36� 0:11 events.
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4.6.2 Drell-Yan

In this background process q�q annihilation produces a Z0 boson or a virtual photon,

which subsequently decays into a e�e+ or a ���+ pair. Such events can imitate the

t�t signal if they contain at least 2 jets from higher order QCD processes and have

6 ~ET from the mismeasurement of jets and leptons. Since the intermediate boson in

most Drell-Yan events tends to be a Z0 boson and since this boson is predominantly

on the Z0 mass shell, the cut on the dilepton invariant mass, Ml+l�, mentioned in

section 4.4 reduces this background considerably by excluding it from the region where

75 < Ml+l� < 105 GeV/c2. A large data sample of Z0 events was used to calculate

the Drell-Yan contamination outside of the Z0 mass window.

The expected number of Drell-Yan background events, NDY
bg , is given by:

NDY
bg = Npass

Z

�lo2jNlo + �hi2jNhi

�Z2jNZ

(4.4)

where Npass
Z is the number of Z0 events inside the Z0 mass window that pass the

2-jet and 6 ~ET dilepton cuts (see section 4.4) and the remaining part of the equation

is a scale factor that relates the total number of Z0 events inside the window before

cuts, NZ , to the total number of Z
0 events outside the window before cuts, Nlo+Nhi.

Note: Nlo (Nhi) is de�ned as the number of events for which Ml+l� < 75 GeV/c2

(Ml+l� > 105 GeV/c2). The extra factors �Z2j, �
lo
2j and �

hi
2j in equation 4.4 are needed

because the number of Drell-Yan events with � 2 jets varies withMl+l�. The fraction

of Drell-Yan events containing 2 or more jets can be approximated as a linear relation

in Ml+l� for each of the three regions de�ned by the Z0 mass window cut. Using this

linear relation, �Z2j is de�ned as the fraction of Drell-Yan events inside the Z0 mass

window that corresponds to the average value of Ml+l� in that region. The factors

�lo2j and �
hi
2j are de�ned in an analogous manner. Using equation 4.4 with the Z0 data,

a preliminary value of 0:70� 0:20 events was obtained for NDY.

This result is presumed to represent a slight overestimate of the Drell-Yan back-

ground since other types of events, most notably t�t events, will contribute to Npass
Z .

The expected numbers of e+e� and �+�� events from t�t decay in the Z0 data sample

that lie within the Z0 mass window and that pass all of the dilepton event selection

cuts are given by:
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NZ
top(ee) = (1� �Z)�

Z
Ldt��t�t��dil�Ree (4.5)

NZ
top(��) = (1� �Z)�

Z
Ldt��t�t��dil�R�� (4.6)

where �Z is the e�ciency of the Z0 mass cuts for e�e+ and ���+ events,
R Ldt =

109 pb�1 is the integrated luminosity, �t�t is the t�t production cross section, �dil is the

top acceptance in the dilepton channel (see section 4.5) and Ree (R��) is the e
�e+

(���+) acceptance relative to �dil before the Z
0 mass cut. Using a top quark mass

of Mt = 175 GeV/c2 to calculate NZ
top(ee) and N

Z
top(��) and then subtracting these

numbers from Npass
Z in equation 4.4 results in an improved Drell-Yan background

estimate of NDY
bg = 0:61� 0:30 events.

4.6.3 Z0 ! �+��

This background process involves the process: q�q ! Z0 ! ���+ ! l� ��l�� l
+�l ��� , where

the charged leptons can be electrons or muons. In the presence of higher order QCD

jet activity the ���+ pair will not be back-to-back so that the four neutrinos can

contribute signi�cant 6 ~ET . Therefore, events that contain two or more jets can mimic

the t�t signal.

To eliminate jet activity simulation problems, the Run 1A analysis used real

Z0!e�e+ events to study the Z0!���+ background process. In each event the elec-

trons were replaced by taus and these taus were decayed into electrons and muons

using the ISAJET Monte Carlo generator with QFL detector simulation. To increase

statistics, each event was generated 80 times. Rescaling the Run 1A background result

to the total integrated luminosity of Run 1 gives an estimated Z0!���+ contribu-

tion to the t�t signal of NZ!��
bg = 0:62� 0:11 events. For Run 1B this background was

determined from a sample of 760,000 Z0 ! ���+ events that were generated using

ISAJET+QFL. The estimated integrated luminosity of this sample is over 30 times

larger than that of Run 1. Rescaling the results of this analysis to Run 1 gives an

expected background of NZ!��
bg = 0:59� 0:14 events. Another study using VECBOS

Monte Carlo events with HERPRT parton fragmentation and QFL detector simula-

tion gives NZ!��
bg = 0:41� 0:20 events. All three background estimates are consistent

with each other within errors.
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4.6.4 b�b

In p�p collisions b�b pairs can be created from a variety of sources including direct

production, gluon splitting and avor excitation. Such events can imitate the t�t

signal if they contain at least two additional QCD jets and if the b and the �b quark

each fragment into high PT leptons. For a b quark to decay into a high PT lepton it

must be very energetic, which means that its fragmentation products will be highly

collimated. Thus, the high PT leptons, being surrounded by other fragmentation

products, will tend to fail both the lepton identi�cation and the isolation cuts. In

addition, the neutrinos from the fragmentation of the b and �b quarks will tend to be

back-to-back so that such events are likely to fail the 6 ~ET cuts. For these reasons, the

b�b background is expected to be the smallest of the �ve major backgrounds discussed

in this chapter.

To study the b�b background[76], the dilepton analysis utilized ISAJET to simulate

the b�b production process, the CLEO Monte Carlo program[77];[78] to model the

decay of the b quarks, and QFL to simulate the CDF detector. Two event samples,

totaling 67.5 pb�1 of integrated luminosity, were created. In the �rst sample, which

consisted of 16.3 pb�1 of luminosity, events generated by ISAJET+CLEO were only

sent through QFL if they possessed at least two leptons, one with PT > 15 GeV/c

and the other with PT > 5 GeV/c. These same PT cuts were applied to a sample

of low momentum e� events, 80% of which were estimated to be b�b events. The

number of Monte Carlo b�b events passing the aforementioned lepton cuts (15 and

5 GeV) per integrated luminosity was divided by the number of such events per

integrated luminosity in the data sample. This normalization factor was found to

be 1.04�0.21[16]. The other Monte Carlo sample, which consisted of 51.3 pb�1 of

integrated luminosity, was required to have two generator level leptons each with

PT > 10 GeV/c. This sample was used to determine the various rejection factors

that result from applying the dilepton event selection cuts to b�b events. Rescaling the

results to an integrated luminosity of 109 pb�1 and multiplying by the normalization

factor, the number of background events due to b�b production was estimated to be

N bb
bg = 0:05� 0:03 events.
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4.6.5 Fake leptons

These background events contain at least one hadronic jet that is misidenti�ed as an

acceptable lepton. The primary source of this background consists of W+ � 3 jets

events in which the W boson decays leptonically. Muons can be faked by hadrons

that deposit very little energy in the calorimeter but that are detected in the muon

chambers. Muons can also be faked by hadrons that decay into muons before reaching

the calorimeter. Electrons can be faked by jets that deposit a large fraction of their

energy in the electromagnetic calorimeter. Since the probability of a hadron to fake a

lepton is very small (� 10�4) the case of more than one jet faking a lepton is neglected.

Two methods were used to obtain an estimate of the fake lepton background.

For the �rst method the sample of dilepton events for which both leptons have

the same-sign was used since the amount of fake lepton background in this sample is

expected to be comparable to that in the opposite-sign sample used for analyses. The

same-sign sample contains two events, both of type e�, that pass all other dilepton

cuts. To obtain an estimate of the fake lepton background, the e�ciency of the 2-jet

cut for fake lepton events was applied with the same-sign events before using the 2-jet

cut on them. For this purpose a jet was de�ned as "fakable" if it had PT > 20 GeV/c

and j�j < 1:2. The e�ciency of the 2-jet cut for fake events was de�ned as the ratio

of the number of W+ � 1 fakable jet events that pass the 2-jet cut to the total

number of W+ � 1 fakable jet events. These W boson events were required to

have a tight lepton and j6 ~ET j > 25 GeV. Using the Run 1 data set, the e�ciency of

the 2-jet cut was determined to be 0:12 � 0:01. Application to the same-sign events

gave a fake lepton background estimate of Nfake
bg (same � sign events) = 0:24� 0:17

events.

The second method used inclusive jet samples to calculate the probability for a

jet to fake a lepton. The fake lepton background was then estimated by applying this

probability to the number of "fakable" jets found in W+ � 3 jets events. Leptons

from W� and Z0 boson decay were removed from the sample. However, due to

lack of knowledge about the exact fraction of b jets in the sample, leptons stemming

from heavy avor decay were not removed. Therefore, the fake lepton background

determined from this method is expected to be an overestimate. Application of

the fake probabilities to the W+ � 3 jets events gave a fake lepton background
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estimate of Nfake
bg (inclusive jet events) = 0:37�0:23 events. Although Nfake

bg (same�
sign events) and Nfake

bg (inclusive jet events) are very close, the latter is taken as the

�nal result since it is more conservative.

4.6.6 Mismeasured Muon Tracks

This background can arise from a Z0 ! �+�� event in which one or more muon

tracks have been poorly reconstructed. The measured �+�� invariant mass can then

lie outside the Z0 mass window cut. In addition, this event can be given fake 6 ~ET

since 6 ~ET is corrected for muons. If this Z0 ! �+�� event also contains at least 2 jets

from higher order QCD radiation then it is possible for it to pass the dilepton event

selection cuts.

These e�ects of mismeasured muon tracks were discovered during a study of the

greater than expected number of dilepton event candidates from Run 1 (before the

2-jet cut) that contain 1 jet. The number of events found was 11 while the number

expected from Monte Carlo studies is 5.3. Of the 11 events found, 4 are of the type

�+��. Upon closer inspection it was learned that 3 of these events have at least

one muon whose reconstructed momentum is much di�erent from its momentum

measured straight from the detector. It was shown that this di�erence is related

to track mismeasurement, which itself leads to mismeasurement of both the �+��

invariant mass and the event's 6 ~ET .

Using large samples of Z0 ! �+�� and Z0 ! e+e� events from data, the number

of background events expected from mismeasured muon tracks before the 2-jet cut

was determined to be 3:0� 3:2 events. The number of these events that are expected

to survive the 2-jet cut is 0:3� 0:3 events[79].

4.6.7 W�Z0 and Z0Z0

Besides W+W� production, two other types of vector boson production can poten-

tially mimic the t�t signal. These two additional background sources are W�Z0 and

Z0Z0 production.

A W�Z0 event can pass the dilepton event selection cuts if the Z0 boson decays

into two high PT leptons, the W boson decays hadronically and the jet energies are

mismeasured such that the 6 ~ET is large. Using a sample of Z0+ � 2jet data events,

the combined e�ciency for passing the 6 ~ET cut, the 2-jet cut and the Z0 mass window
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cut was found to be 0.6%. For W+W� events, this e�ciency was estimated to be

3.7%. Combining these results with the knowledge that for Run 1 the cross section

for W+W� production was 9.5 pb while the cross section for W�Z0 production was

2.5 pb, it was concluded that W�Z0 events are about 25 times less likely to pass the

dilepton event selection cuts than are W+W� events.

W�Z0 events could also contribute if both vector bosons decay leptonically since

there would be a greater e�ciency for such events to pass the Z0 mass window cut.

However, the branching ratio for this decay is 3 times higher than for the previously

mentioned decay chain. In addition, this decay would have to be coupled with at least

2 higher order QCD jets. This gives a background contribution that is approximately

60 times smaller than that from W+W� production.

A Z0Z0 event can potentially fake a dilepton event if one Z0 boson decays lep-

tonically, the other one decays hadronically and there is signi�cant 6 ~ET from jet mis-

measurement. The branching ratio for this decay is 9 %. The cross section for Z0Z0

production in Run 1 was 1.0 pb. Using this information along with the expected com-

bined e�ciency for Z0Z0 events to pass the 6 ~ET , 2-jet and Z
0 mass window cuts leads

to an expected background contribution comparable to that from W�Z0 production.

Based on these results the background due to W�Z0 and Z0Z0 production is

presumed to be very small.

4.6.8 Other Backgrounds

There are a few other potential backgrounds whose contributions are very small or

completely negligible. They include radiative Z0 boson, W�b�b, Z0b�b and Standard

Model Higgs boson production.

Radiative Z0 boson background events can occur when a q�q pair annihilates into a

Z0 boson which radiates a high energy photon before decaying into a e+e� or a �+��

pair. To be mistaken for a dilepton event the photon must pass the jet cuts and have

high enough energy to drive the invariant mass of the lepton pair below the Z0 mass

window. The event must also have an extra QCD jet and it must have su�cient 6 ~ET

from jet energy mismeasurement. This background was estimated as follows: First

the number of data events containing a photon with ET > 10 GeV and a dilepton

mass below the Z0 mass window was counted. This number was scaled by the ratio of

the number of Z0+ � 1 jet events and the total number of Z0 events. This result was
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then scaled by the ratio of the number of Z0+ � 1 jet + 6 ~ET events and the number

of Z0+ � 1 jet events. This gave the background estimate. The expected number of

background events from radiative Z0 bosons in the Run 1 data sample is 0:07� 0:04

events[46].

W�b�b production involves the process q�q ! W�g. This process can pass the

dilepton cuts if the W� boson decays leptonically, the gluon splits into a b�b pair,

one of the b quarks decays leptonically to a high PT lepton and the event contains

signi�cant 6 ~ET from mismeasurement of jet energies. This background is expected to

be small because b�b pairs from gluon splitting are generally highly collimated and

have too low energy to produce a lepton that will pass the dilepton cuts. A sample

of HERWIG+QFL W�b�b Monte Carlo events corresponding to 10 fb�1 of integrated

luminosity was used to estimate the contribution to the dilepton signal from Run 1.

The number of background events expected from W�b�b events was determined to be

0:005� 0:004 events and is regarded as negligible.

The process Z0b�b is similar to the process W�b�b and it can mimic the dilepton

signal in an analogous way, but with both leptons coming from the decay of the weak

boson in this case. This background is considered negligible because the cross section

for Z0b�b production is 10 times smaller than for W�b�b production, which itself is

negligible.

At the Tevatron, Standard Model Higgs production can occur via the process

q�q !W � ! W�H0 or the process q�q ! Z� ! Z0H0. If the Higgs boson mass, MH ,

is less than 2MW then it will most likely decay to a b�b pair. A W�H0 event can pass

the cuts if the W� boson decays semi-leptonically and if one of the b quarks decays

semi-leptonically into a high PT lepton. A Z0H0 event can contribute to the signal

if the Z0 boson decays to a e+e� or a �+�� pair. However, the chance for the latter

type of event to pass the Z0 mass window cut is extremely small. Using a sample of

26,800 PYTHIA+QFL Z0H0+W�H0 Monte Carlo events that were generated with

MH = 100 GeV/c2, only 3 events passed the dilepton cuts. The number of events

expected in Run 1 was determined to be 0:01�(�WH+�ZH), where �WH+�ZH is the

sum of the theoretical cross sections for the W�H0 and Z0H0 production processes

and is in units of pb. Assuming this sum to be of the order of a few pb for MH = 100

GeV/c2, then the Standard Model Higgs background is negligible.
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4.6.9 Summary of the Background Sources

Table 4.4 gives a complete summary of the expected background contributions to the

Run 1 data sample of dilepton event candidates. The backgrounds due to radiative

Z0 boson, W�Z0, Z0Z0 and W�b�b production have been combined to give a total

contribution of 0:1� 0:1 events. The total number of expected background events for

the dilepton event data sample is 2:4� 0:5 events.

Background Type Expected Number of Events
Drell-Yan 0:61� 0:30
Z0 ! ���+ 0:59� 0:14
Fake Leptons 0:37� 0:23
W+W� 0:36� 0:11
Mismeasured Muon Tracks 0:3� 0:3
b�b 0:05� 0:03
(Radiative Z0, W�Z0, Z0Z0, W�b�b) 0:1� 0:1
Total 2:4� 0:5

Table 4.4: Expected background for the dilepton event sample of Run 1.

4.7 Dilepton Event Data Sample

A description of the complete dilepton event data sample collected by the CDF de-

tector during Run 1 is presented. Before application of the 2-jet cut, 8 events are

found with 0 jets while the expected number is 8 � 2 events. The number of events

found with 1 jet is 11 while the expected number of 1 jet events is 7 � 2. However,

the t�t contributions to these two sets of events are expected to be only 0:03 � 0:02

and 1:1� 0:5 events, respectively. Of the 11 events with 1 jet, 4 are �+�� events, 3

of which have a muon track whose kinematics after reconstruction is much di�erent

from its kinematics straight from the detector. As mentioned in section 4.6.6, these 3

events are consistent with radiative Z0 boson events. The expected number of events

from this background is 1:4� 1:5. Two events pass all of the dilepton event selection

cuts except the opposite sign cut on lepton candidates. The expected number of such

same-sign events is 0:24 � 0:11 from t�t production and 0:37 � 0:23 from fake lepton

background. A �+�� event which passes all of the dilepton event selection cuts has
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been rejected because it fails a recently introduced cut to eliminate background from

mismeasured muon tracks due to radiative Z0 boson background events.

After application of the standard dilepton event selection cuts described in sec-

tions 4.1, 4.2 and 4.4, the data sample consists of 9 events. As quoted in section 4.6.9,

the expected number of background events for this data sample is 2:4 � 0:5 events.

Four of the nine candidate events have one jet tagged as a b quark by the SVX. Two

of these four jets were also tagged by the SLT-tagger. No jets were tagged by the SLT

tagger alone. The expected number of b-tagged jets in a sample of seven t�t events

is 4:3 � 0:4. If all nine candidate events were from background sources then only

0:7� 0:2 jets would be expected to be b-tagged.

Using an integrated luminosity of 109 pb�1, a signal of 9 events, a background of

2:4�0:5 events and a dilepton acceptance of 0:74�0:08% (calculated for a top quark

mass of 175 GeV/c2), the dilepton analysis measures the t�t production cross section

to be �t�t = 8:2+4:4�3:4 pb (see equation 4.2).

When performing top quark mass reconstruction analyses on Run 1 CDF data it

is customary to apply a cut on a kinematical quantity called HT to further reduce

the background while maintaining good e�ciency. HT is de�ned as the scalar sum

of the ET 's of the two leptons (PT 's if muons), the ET 's of the two highest ET jets

and the j6 ~ET j. It has been shown that application of the cut HT > 170 GeV is 95%

e�cient for a top quark mass of 175 GeV/c2. After this cut the data sample consists

of 8 events and the expected background for this reduced sample is 1:3� 0:3 events.
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Chapter 5

Top Quark Mass Determination

The top quark mass �tting technique used by this analysis was developed for dilepton

events by R.H. Dalitz and G. Goldstein[80]. It can also be used for lepton+jets t�t

events, due to modi�cations by R.H. Dalitz, G. Goldstein and K. Sliwa[81];[82];[83];[84].

As stressed by K. Sliwa in reference [85], a major advantage of the technique is its lack

of dependence on 6 ~ET . For a given event, the method determines the most likely mass

of the top quark consistent with the hypothesis that two objects of equal mass (the

top and antitop quark in this case) were produced with limited transverse energy

and subsequently decayed via the dilepton channel. The procedure is based on a

geometrical construction and a likelihood technique.

5.1 The Initial Problem

In the dilepton channel, t�t pairs are produced and subsequently decay via the following

process (see section 1.2.1):

p�p! t�t+X !W+bW��b+X ! l+�bl����b+X

where the charged leptons (l+ and l�) are either electrons or muons. To determine

the top quark mass, the �tting technique uses the measurable kinematics of the �nal

decay products of the t�t system, namely the kinematics of the two charged leptons

and the hadronic jets stemming from the b and �b quarks.

The masses of all �nal decay particles in the dilepton channel are known. The

kinematics of the charged leptons can be measured by CDF with great precision (see

sections 2.2.1 and 2.2.3). The kinematics of the b and �b quarks can be estimated from

jet kinematics that are appropriately corrected for both detector and physics e�ects

(see sections 3.2 and 3.3).

The problem is under-constrained because the three-momenta of the two neutrinos

cannot be measured. Although 6 ~ET provides some information about the kinematics of

the ��� system in the transverse plane it is a poorly measured quantity whose accuracy

rapidly deteriorates with increasing jet multiplicity (see appendix B).
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5.2 The Dalitz-Goldstein Method

The essential features of the Dalitz-Goldstein mass �tting technique are presented

here. This method assumes a set of initial constraints and solves for the neutrino

kinematics by employing a geometrical interpretation of these constraints. To de-

termine the most likely mass of the top quark consistent with the data, all possible

choices of initial constraints are weighted by a likelihood technique.

5.2.1 Choice of Constraints

For dilepton events, the Dalitz-Goldstein method treats the four-momenta of the

two neutrinos as the eight unknown quantities of the problem. To solve for these

unknowns it uses the following eight equations of constraint:

(pl+ + p�)
2 = M2

W (5.1)

(pl� + p��)
2 = M2

W (5.2)

(pt � pl+ � pb)
2 = M2

� = 0 (5.3)

(p�t � pl� � p�b)
2 = M2

� = 0 (5.4)

(pt)
2 = M2

t (5.5)

(p�t)
2 = M2

t (5.6)

�P t
x � P

�t
x (5.7)

�P t
y � P

�t
y (5.8)

where pt; p�t; pl+; pl� ; pb; p�b; p� and p�� are the four-momenta of the particles

involved in the decay;MW is the mass of theW bosons,M� is the mass of the neutrinos

and Mt is the mass of the top quark; P t
x (P

�t
x) is the x-component of the transverse

momentum of the top (antitop) quark; Similarly, P t
y (P

�t
y) is the y-component of the

transverse momentum of the top (antitop) quark.

Equations 5.1 and 5.2 utilize the known mass of the W bosons, equations 5.3

and 5.4 make use of the negligible mass of the neutrinos and equations 5.5 and 5.6

reect the fact that the top and antitop quark masses are equal according to the

Standard Model. Equations 5.5 and 5.6 will be applied over a wide range of possible

top quark masses, Mt. Equations 5.7 and 5.8 are classi�ed as "weak" constraints.
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These equations will only be exact if the the total transverse momentum from initial

state radiation cancels out the total transverse momentum from the intrinsic partons

of the p�p system, so that the t�t system is produced with zero transverse momentum.

These constraints will be applied by using a relative likelihood factor that depends

on the expected transverse energy of the t�t system as determined from Monte Carlo

studies (see section 5.2.3 below). It should be noted that while the mean value of the

transverse momentum of the t�t system is expected to be close to zero at CDF this is

not a necessary assumption for the �tting procedure. If the mean value was close to

some other value the "weak" constraints could simply be modi�ed accordingly.

5.2.2 Geometrical Construction

To apply the Dalitz-Goldstein method to dilepton events, equations 5.1 and 5.3 are

rewritten in terms of the top and bottom quark kinematics as:

(~Pt � ~Pb)
2 = (Et � Eb)

2 �M2
W � R2

W (5.9)

(~Pt � ~Pb � ~Pl+)
2 = (Et �Eb � El+)

2 � R2
� (5.10)

where ~Pt; ~Pb and ~Pl+ are the three-momenta of the top quark, bottom quark and

positively charged lepton, respectively, and Et; Eb and El+ are their respective ener-

gies.

These equations show that the top quark three-momentum vector, ~Pt, must si-

multaneously lie on two di�erent spheres whose radii are RW and R�, and whose

centers are separated by the charged lepton three-momentum vector, ~Pl+. It follows

that ~Pt must lie on the intersection of the two spheres, which is a circle whose axis of

symmetry is collinear with ~Pl+. Neglecting the lepton mass, it can be shown that the

top quark energy, Et, is constant on a given circle and increases in the direction of ~�l.

The complete set of circles de�nes the surface of a paraboloid. If the two spheres of

radii RW and R� do not intersect then a set of possible top quark four-momenta for

the assumed top quark mass cannot be found using the given assignment of jets and

leptons to the t�t decay products.

The radius of the circle of intersection corresponding to a top quark energy, Et, is

given by:
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r2 =
M2

W

j~l+j (Et �E0) (5.11)

where the constant:

E0 � Eb �Et +
M2

W

4El+
(5.12)

is the lowest possible energy for the top quark, given the measured kinematics of the

b quark and the charged lepton.

The top quark mass will vary on a circle of constant top quark energy, Et. By

assuming a top quark mass ofMt, equation 5.5 can be used. (Mt will be sampled over

a wide range of possible values). This will con�ne the top quark three-momentum

vector, ~Pt, to a conic section of the paraboloid, which is, by de�nition, an ellipse.

The eccentricity of this ellipse and its orientation relative to the paraboloid depend

on the assumed value of top quark mass, Mt, and on the measured four-momenta of

the leptons and jets. By using equations 5.2, 5.4 and 5.6, a similar ellipse is created

for an antitop quark of mass Mt.

The exact locations of the top and antitop quark three momentum vectors on

their respective ellipses correspond to the two remaining unknown quantities of the

problem when a top quark mass of Mt has been assumed. Equations 5.7 and 5.8 are

needed to fully constrain the problem.

5.2.3 Likelihood Technique

To utilize the remaining constraints and to determine the most likely mass of the top

quark for a given event, a likelihood function is constructed.

The "weak" constraints (equations 5.7 and 5.8) are applied as follows: Both the

top and the antitop quark ellipses for a given mass, Mt, are divided into a �ne

grid of evenly spaced points. For a given pair of points, one on each ellipse, the

transverse momentum of the t�t system, P t�t
T , is calculated. The analysis assigns the

given pair of points a relative likelihood factor, P (Xt�t), that depends on P t�t
T . The

likelihood factor's dependence on PTt�t is determined from Monte Carlo simulations.

To make the likelihood factor independent of Mt it is calculated as a function of the

variable Xt�t � PTt�t=Mt. It turns out that the �nal results of the analysis are quite

insensitive to the exact form of P (Xt�t). In fact, a simple step function that cuts o�
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above an appropriate value of Xt�t would su�ce[85]. Figure 5.1 shows overlapping

P (Xt�t) distributions that have been generated by HERWIG[58] and ISAJET[57] and

normalized to the same area. An appropriately normalized step function is also shown.
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HERWIG = 611.0 • x • exp(21.0 • x2 - 28.0 • x)

ISAJET = 128.95 • x • exp(6.7 • x2 - 13.39 • x)

Step Function

Figure 5.1: Three superimposed versions of the function P (Xt�t).

While the CDF detector measures the kinematics of the charged leptons and the

directions of the b quarks (in the form of jets) quite well, the b jet energies can deviate

signi�cantly from the energies of their associated b quarks, due to both detector dis-

tortions and physics e�ects like fragmentation. As mentioned in sections 3.2 and 3.3,

correction factors have been developed to improve the average measurement of the jet

energies. However, the corrected jet energies still remain uncertain by an estimated

3 � 10%[16]. To account for this residual uncertainty, each measured b jet energy is

smeared in a �ne grid over a generous range about the measured jet energy. Since the
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jet energy resolution distributions are well approximated by Gaussian distributions

the range of smearing is chosen to be 3�, where � is the width of a Gaussian �t to a

given resolution distribution. The value of � depends onMt and is obtained from the

DLJSCO correction package (see section 3.3). For each point within the 3� range the

analysis assigns a probability, G(b), which downgrades smeared b jet energies that are

far from the measured value. This smearing process will generate a family of possible

ellipses for both the top and the antitop quark three momentum vectors.

Thus, for each assumed top quark mass,Mt, the method scans a �ne grid in the 4-

dimensional parameter space formed by smearing the two measured b jet energies and

dividing the resulting two families of possible ellipses into evenly spaced points. Each

point in the grid is assigned a relative likelihood factor of the formG(b)�G(�b)�P (Xt�t).

Each point in the grid is also assigned a relative likelihood factor, P (x1; x2), which

quanti�es the level of agreement between the Bjorken-x values, x1 and x2, calculated

at the given point and the Bjorken-x values predicted by theory (i.e. by the structure

functions for the event). P (x1; x2) takes into account that for a given top quark mass,

Mt, a t�t pair can be produced by either q�q or gg fusion. P (x1; x2) is given by:

P (x1; x2) =

P
i=qq;gg Fi(x1)Fi(x2)

d�
dt (ŝ; t̂)iP

i=qq;gg
d�
dt (ŝ; t̂)i

(5.13)

The sum is from i = 1 to 2; F1(x1) and F2(x2) are the structure functions; ŝ is the

center-of-mass energy and �t is the momentum transfer of the t�t production subprocess.

x1, x2, ŝ and t̂ are calculated from the kinematics of the top quark in the p�p lab frame:

x1;2 = [Et + E�t � (PtL + P�tL)]=2P (5.14)

ŝ = x1x2s (5.15)

t̂ = M2
t � x1

p
s(Et � PtL) (5.16)

where P is the proton momentum, s is the square of the p�p system in the center-of-

mass frame and PtL (P�tL) is the longitudinal momentum of the top quark (antitop

quark) in the lab frame of the p�p system.

Finally, each point in the grid is assigned the factors P (l+) and P (l�) which

quantify the level of agreement of the two charged lepton candidate energies as calcu-
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lated in the top quark rest frame with the corresponding energies predicted by V-A

calculations.

A complete likelihood, Li, for each point in the 4-dimensional parameter space is

de�ned as the product of the relative likelihood factors:

Li = G(b)�G(�b)�P (Xt�t)�P (x1; x2)�P (l+)�P (l�) (5.17)

For a given combination of two jets and two leptons and an assumed top quark mass,

Mt, the values of Li for each point on the grid are added together and projected onto

the top quark mass axis. This procedure is repeated for a wide range of possible top

quark masses (86 < Mt < 386 GeV/c2) to form a combination likelihood distribution

as a function of top quark mass. The peak of this distribution points to the most

likely mass for the given jet-lepton combination. The integral of the distribution is

de�ned as the combination likelihood, Lcomb:. Its magnitude is directly proportional

to how likely the combination is compared to other combinations.

For a given jet-lepton combination, the b quark and neutrino kinematics are cal-

culated as Li weighted averages of the kinematics calculated for each point in the

4-dimensional parameter space.

To make use of the measured 6 ~ET , each combination likelihood distribution is mul-

tiplied by a relative likelihood factor of the form G
6 ~ET

= Gx
6 ~ET
�Gy

6 ~ET
, which downgrades

solutions for which the observed 6 ~ET is in poor agreement with the ET of the ��� sys-

tem found in the �t. Gx
~ET

and Gy

6 ~ET
are calculated from Gaussian distributions whose

widths are determined from HERWIG Monte Carlo events. The widths are observed

to increase linearly with Mt and are typically from 20 to 40 GeV/c2. Note that G6 ~ET

does not alter the shape of the likelihood distributions but it can help to choose one

jet-lepton combination over another.

For each event, all jet-lepton combinations are sampled, provided that the jets and

leptons pass the standard CDF dilepton event selection cuts. The method chooses

the combination with the largest value of Lcomb:�G 6 ~ET
. For the remainder of this

dissertation this jet-lepton combination will be referred to as the "best" jet-lepton

combination and its associated likelihood distribution will be referred to as the "best"

combination likelihood distribution for the given event.
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5.3 Data Sample

The Dalitz-Goldstein method has been applied to the standard sample of CDF dilep-

ton events from Run 1. When a jet clustering cone size of 0.4 is used the sample

consists of 9 events, 2 of which are expected to be background. After application of

the cut HT > 170 GeV (see section 4.7), 1 event is eliminated and 1 of the remaining

8 events is expected to come from background. Unless stated otherwise, the HT cut

will be implied for all results presented in this dissertation.

The jets were corrected for both detector and physics e�ects by using the correction

packages described in sections 3.2 and 3.3. All jet-lepton combinations were sampled

provided that the jets and leptons passed the standard CDF cuts (see chapter 4). For

each event, the combination with the largest value of Lcomb:�G ~ET
was chosen. A jet

clustering cone size of 0.7 was also sampled. In this case, the jets were required to

have uncorrected ET > 12 GeV. All other cuts remained the same. One event was

rejected when using a cone size of 0.7. A jet clustering cone size of 0.4 will be implied

for all results presented in this dissertation unless results using a cone size of 0.7 are

explicitly mentioned for comparison.

Figure 5.2 shows the combination likelihood distributions for the possible jet-

lepton pairings in event 41540 127085 (event number 127085 of data run 41540) when

a jet clustering cone size of 0.4 is used. Only two jets in this event pass the standard

cuts. Therefore, this event has only two possible jet-lepton pairings. From the �gure it

is apparent that only the jet-lepton combination on the right has a solution to the �t.

Figure 5.3 shows an event (45047 104393) with three good jets so that there are six

possible jet-lepton combinations. Clearly the combination shown in the second row

and second column is the one with largest value of Lcomb:�G6 ~ET
. Event 63700 272140

is the event that is rejected by the HT cut. Figure 5.4 shows that both of this event's

possible likelihood distributions give relatively low masses.

By examining the P (Xt�t) distributions shown in �gure 5.1 one might surmise

that the likelihood technique is biased toward smaller top quark masses. Events

57621 45230, 66046 380045 and 69808 639398 (which are shown in �gures 5.5, 5.6

and 5.7, respectively) help to refute this argument. For all three events, the technique

happens to choose the combination likelihood distribution with the largest mean

value. These are the histograms in the upper right-hand corners of each �gure.
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Figure 5.2: Combination likelihood distributions for data event 41540 127085.

Figure 5.8 shows the combination likelihood distributions for event 67581 129896

when a jet clustering cone size of 0.4 is applied. Its largest value of Lcomb:�G6 ~ET

is small. This event is rejected when a jet clustering cone size of 0.7 is used. Event

66046 380045 (�gure 5.6) is another event whose largest Lcomb:�G6 ~ET
value is relatively

low. Because events 66046 380045 and 67581 129896 have uncharacteristically large

j6 ~ET j, it has been speculated by independent analysis groups that they are not even

t�t events. For instance, Barnett and Hall[86] have classi�ed them as possible events

involving the supersymmetric particles called squarks.

For each event the jet-lepton combination with the largest value of Lcomb:�G6 ~ET

contains the b-tagged jets. This is notable since the b-tagged jet is not always one of

the two highest ET jets. Event 45047 104393 (�gure 5.3) is an example of an event

where the jet with the third highest value of ET was b-tagged. The histogram in

the second row and second column of Figure 5.3 shows the combination likelihood

distribution with the largest value of Lcomb:�G 6 ~ET
. This combination uses the �rst and

third highest ET jets. The likelihood distribution for the combination that involves

the �rst and second highest ET jets of the event is shown in the upper left-hand

corner. The mean value of this distribution is 161.9 GeV/c2, which happens to be

quite close to that of the best combination likelihood distribution (which is 159.0

GeV/c2). However, the value of Lcomb:�G 6 ~ET
for the best combination is signi�cantly

larger.
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Figure 5.3: Combination likelihood distributions for data event 45047 104393.

Figure 5.9 shows the best combination likelihood distribution for each of the 9

data events that pass the standard CDF dilepton cuts when a jet clustering cone size

of 0.4 is used and no HT cut is applied. The results using a cone size of 0.7 are similar

and can be found in reference [107].

5.4 Joint Likelihood Method

The top quark mass must be estimated by combining information contained in the

best combination likelihood distributions for each data event (see �gure 5.9). To take

advantage of the good signal to background ratio expected for dilepton events (see
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Figure 5.4: Combination likelihood distributions for data event 63700 272140.

chapter 4) we make the initial assumption that all events in the data sample are

from t�t production. Statistically, this approach is equivalent to multiplying the best

combination likelihood distributions for each event together to form a new likelihood

distribution which is de�ned as the "joint likelihood distribution". Assuming that

most of the events are indeed dilepton events, then the mean of the joint likelihood

distribution should give a good estimate of the true top quark mass and the R.M.S.

of this distribution should be much smaller than that of the individual combination

likelihood distributions used to form it.

Due to the choice of binning resolution, the histograms of the best combination

likelihood distributions used to construct the joint likelihood distribution can contain

zero entries. Since these bins can be multiplied with bins containing non-zero entries

then some of the bins of the resulting joint likelihood distribution will falsely contain

zero entries. Unwanted zero entry bins in the joint likelihood distribution can also

result from the �nite spread of the combination likelihood distributions. To avoid

these arti�cial cuto�s, we add a very small constant value to each of the zero entry

bins of the best combination likelihood distributions before multiplying them together.

The total integrated value of these additive constants is typically less than 0.0001

times as large as the integrated value of the given combination likelihood distribution

itself.
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Figure 5.5: Combination likelihood distributions for data event 57621 45230.

The left-hand plot of Figure 5.10 shows the joint likelihood distribution formed

from the 9 data events when a jet clustering cone size of 0.4 is used and no HT cut is

applied. No additive constants were used to form this distribution. The distribution

�ts nicely to a Gaussian distribution, which is also shown on the plot. The right-

hand plot of Figure 5.10 shows the same joint likelihood distribution when additive

constants are applied. The results for the the two plots are almost identical. However,

to be conservative, small constant values have been added to the zero entry bins of

all combination likelihood distributions used by this analysis.
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Figure 5.6: Combination likelihood distributions for data event 66046 380045.

5.5 Preliminary Monte Carlo Studies

Before applying the Dalitz-Goldstein method to real data it was necessary to perform

several preliminary studies on Monte Carlo events to determine the technique's level

of e�ectiveness in choosing the correct top quark mass. The results of these studies

both con�rmed the validity of the technique and necessitated the development of

some additional procedures to obtain the �nal mass measurement from data.
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Figure 5.7: Combination likelihood distributions for data event 69808 639398.

5.5.1 Monte Carlo Event Samples

The following studies were performed on standard CDF Monte Carlo t�t events gen-

erated with PYTHIA V5 7[72] and HERWIG V5 6[58], followed by full CDF detector

simulation using QFL V3 59[60];[61]. Event samples were generated using input top

quark masses of MMC
t = 130, 140, 150, 160, 170, 180, 190, and 220 GeV/c2.

Only events which passed the standard CDF dilepton event selection cuts were

used. All jets were corrected using both the QDJSCO and DLJSCO packages (see

sections 3.2 and 3.3). For each good event, all jet-lepton combinations were sampled

provided the jets and leptons passed the standard CDF cuts. The jet-lepton combi-

81



Most Likely Top Mass (GeV/c2)

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5
x 10-3

100 150 200 250 300 350

 
Entries
 
Mean
 
RMS
 

    
     150

  
  224.5

 
 8.614

 

Most Likely Top Mass (GeV/c2)

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5
x 10-3

100 150 200 250 300 350

 
Entries
 
Mean
 
RMS
 

    
     150

  
  160.5

 
 19.80

 

Figure 5.8: Combination likelihood distributions for data event 67581 129896.

nation with the largest value of Lcomb:�G 6 ~ET
was chosen for each event. Jet clustering

cone sizes of both 0.4 and 0.7 were sampled. For a cone size of 0.7 all cuts remained

the same except that the jets were required to have uncorrected ET > 12 GeV.

5.5.2 Relative Likelihood Factors

The importance of each of the relative likelihood factors used to construct the com-

plete likelihood, Li, for the points in the 4-dimensional grid was studied by observing

mass shifts when di�erent combinations of factors were turned o�. It was shown that

each of the factors which de�ne Li helped to improve the agreement between the top

quark mass reconstructed by the method and the top quark mass used to generate

the given sample of events. See reference [87] for more details.

5.5.3 Studies Using Jet-Parton Matching

Several algorithms were developed and tested to match the b jets after full detec-

tor simulation to their associated partons before fragmentation. Once a suitable

algorithm was established it was used to perform several preliminary studies. Both

jet clustering cone sizes were employed in these analyses. The results are virtually

identical except that use of a cone size of 0.7 yields a slightly higher e�ciency for

choosing the correct jet-parton matching. The studies mentioned in this section are

documented in reference [88].
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Figure 5.9: Best combination likelihood distributions for each data event.

The e�ects of automatically assigning the two highest ET jets to the b quarks of a

given dilepton t�t event were examined. For dilepton events with more than two jets

this study showed that the e�ciency for correctly matching jets to their associated

partons could be increased by approximately 10 - 15% by including the third highest

ET jets in the analysis.

Another study estimated the e�ects of both jet energy mismeasurement and jet-

parton misassignment when reconstructing the top quark mass. Since jets were the

focus of this analysis and since the neutrinos escape detection, the top quark masses

were reconstructed by using the b quark four-momenta after detector simulation and
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Figure 5.10: Joint likelihood distributions obtained from the data sample with (a) no
constant value added to the zero entry bins and (b) a small constant value added to
the zero entry bins. Gaussian �ts to the distributions are also displayed, along with
their mean and sigma values.

the neutrino and charged lepton four-momenta at the generator level. (Note: The

results were virtually the same when the charged lepton four-momenta was taken

after detector simulation). To double the statistics for a given jet-lepton combination,

the mass estimates for the top and antitop quark were always combined. The top

quark masses were calculated in three di�erent ways: (1) using the "correct" jet-

lepton combinations for the jets that were matched to the b quarks, (2) using the

incorrect jet-lepton combinations for the jets that were matched to the b quarks (these

combinations will be referred to as "ipped") and (3) using jet-lepton combinations

for which at least one jet was not even matched to a b quark (these combinations will

be referred to as "wrong").

The left-hand plot of �gure 5.11 shows the mean values of top quark mass estimates

constructed using the "correct" jet-lepton combinations as a function of generator

level top quark mass. The curve shows very good linear correlation and the slope is

0.956. The slope's deviation from 1.0 is due to residual inadequacies in the jet energy

corrections. The middle plot of �gure 5.11 shows the mean value of reconstructed
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5.5.4 Mapping Function

To estimate how well the Dalitz-Goldstein method reconstructs the top quark mass

from data, the method was tested on large samples of Monte Carlo t�t events. See

section 5.5.1 for a description of these samples.

Since approximately 7 of the 9 events in the data sample are expected to be signal

(see chapter 4), pseudo-experiments were constructed from all possible combinations

of 7 events in a sample of given input top quark mass, MMC
t . By multiplying best

combination likelihood distributions together a joint likelihood distribution was con-

structed for each pseudo-experiment. The mean mass from each of these joint likeli-

hood distributions was added to a histogram. The mean value, M rec:
t , of the resulting

histogram corresponds to the average mass reconstructed by the pseudo-experiments

for the given MMC
t . The R.M.S value, �rec:t , of the histogram gives an estimate of the

statistical error due to the reconstruction. This procedure was repeated for several

values of MMC
t . Figure 5.12 shows the histograms of pseudo-experiment masses for

an input top quark mass range of 130 < MMC
t < 220 GeV/c2. The R.M.S. values of

the histograms become larger with increasing input top quark mass. The histograms

are well approximated by Gaussian distributions and these distributions, along with

their associated mean and sigma values, are also displayed in the �gure.

TheM rec:
t values were plotted as a function ofMMC

t and a linear �t was performed

on these points by using the M rec:
t values as the means and the �rec:t =

p
N=7 values

as the uncertainties on the means, where N is the number of events in a sample of

given MMC
t . For an explanation of this choice for the uncertainty on the means see

appendix C. We refer to the resulting linear parameterization of M rec:
t vs. MMC

t as

a "mapping function". Its slope quanti�es how well the �tter reconstructs the true

top quark mass. Using HERWIG Monte Carlo events, the Ht cut and a jet clustering

cone size of 0.4 for an input top quark mass range of 130 < MMC
t < 220 GeV/c2, we

derived a mapping function of the form:

M rec:
t = 62:308 +MMC

t �0:59048 (5.18)

where all masses are in units of GeV/c2 and the covariance matrix elements are:

v11 = 19:1, v12 = �0:115 and v22 = 0:000709. The �2 of the �t is 2.4. The systematic

error for choosing a linear parameterization of M rec:
t vs. MMC

t will be discussed in
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Figure 5.12: Distributions of reconstructed Mt obtained from pseudo-experiments.

section 5.8.4. A graphical representation of the mapping function with its corridor

of errors is shown in �gure 5.13. Equation 5.18 shows that the slope of the mapping

functions is 0.59048. This deviation from 1.0 is due to a variety of factors including

jet-parton mismatching and jet energy uncertainty (see section 5.5.3). Because the

correlation between M rec:
t and MMC

t is not perfect, the mapping function must be

used to correct the top quark mass reconstructed from data.

To test the validity of our mapping function we repeated the procedure described

above by using other criteria besides the best likelihood method to choose the best

jet-lepton combination from each event of a given pseudo-experiment to form the joint
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from "correct" jet-lepton combinations since the best likelihood method does not al-

ways choose the correct jet-lepton combination. However, it is considerably higher

than those of the mapping functions derived from the "ipped" and "wrong" com-

binations. The best likelihood method chooses the correct jet-lepton combinations

approximately 65-70 % of the time.

Using the best likelihood method, a total of eight di�erent mapping functions were

derived by varying the choice of Monte Carlo generators (HERWIG or PYTHIA),

kinematic cuts (HT cut applied or not applied) and jet clustering cone sizes (0.4 or

0.7). A comparison of the reconstructed top quark masses obtained from each map-

ping function will be presented in section 6.1. Unless otherwise stated, the mapping

function derived by using HERWIG events, the HT cut and a jet clustering cone size

of 0.4 (see equation 5.18) will be used throughout this document since it conforms

most closely to CDF o�-line analysis standards.

5.5.5 E�ect of Background Events

As mentioned in section 4.7, we expect 1:3 � 0:3 (2:4 � 0:5) of the 9 data events

to come from background if the HT cut is (is not) applied. Although the expected

contribution from background is small, its e�ect on the joint likelihood distribution

needed to be quanti�ed so that the top quark mass reconstructed from data could be

appropriately corrected.

For these background studies we used the signal event pseudo-experiments men-

tioned in section 5.5.4, along with a sample of 98 W+W� Monte Carlo events gen-

erated by VECBOS[74]. To �nd the shift in reconstructed top quark mass due to

background when the HT cut is applied, we formed joint likelihood distributions out

of 8 events by multiplying each 7 signal event joint likelihood distribution by the

best combination likelihood distribution of each event in the W+W� Monte Carlo

sample. For a given input top quark mass, MMC
t , the mean mass obtained from a

given 7 signal event joint likelihood distribution was subtracted from the mean mass

obtained from each of the 98 possible 8-event joint likelihood distributions for this

pseudo-experiment. These 98 mass shifts were calculated for each 7-event pseudo-

experiment and plotted on a single histogram. The resulting histogram was �tted

nicely to a Gaussian distribution. The mean, MHT
shift, of the Gaussian distribution

gives the average mass shift expected for the given top quark mass, MMC
t , when the
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HT cut is applied. (Note: This shift is a slightly underestimated since 1:3�0:3, rather
than 1.0, background events are expected. However, our choice of systematic error

for this procedure should be conservative enough to account for this discrepancy. See

section 5.8.7). This procedure was repeated for a wide range of possible top quark

mass values: 130 < MMC
t < 220 GeV/c2). The three plots in Figure 5.15 show the

mass shift distributions for MMC
t = 130, 160 and 220 GeV/c2 when one background

event is expected.
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Figure 5.15: Shifts in reconstructed top mass when 1 out of 8 pseudo-experiment
events used to form each joint likelihood distribution is a W+W� event. From left to
right the plots refer to HERWIG Monte Carlo top quark masses of 130, 160 and 220
GeV/c2, respectively. Gaussian �ts to these histograms are also shown, along with
their means and sigmas.

The MHT
shift values due to background were plotted as a function of MMC

t . A

linear �t was performed on these points to �nd the parameterization of the mean

mass shift as function of generated top quark mass when the HT cut is applied. The

parameterization in the range ,130 < MMC
t < 220 GeV/c2, is:

MHT
shift = 2:7672 � MMC

t � 0:02859 (5.19)

where all masses are in GeV/c2. This parameterization is plotted in the left-hand plot

of �gure 5.16. We also repeated this procedure by using the means of the mass shift

histograms themselves, rather than the means of the Gaussian �ts, when calculating

the parameterization. The mass shifts found in this manner tend to be smaller than

those obtained by using Gaussian �ts. See the right-hand plot of �gure 5.16.
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Figure 5.17: Shifts in reconstructed top mass when 2 out of 9 pseudo-experiment
events used to form each joint likelihood distribution are W+W� events. From left to
right the plots refer to HERWIG Monte Carlo top quark masses of 130, 160 and 220
GeV/c2, respectively. Gaussian �ts to these histograms are also shown, along with
their means and sigmas.

obtain the true top quark mass. In addition to W+W� events, we tried other sources

of background, including Z0 + jets events and found the resulting mass shifts to be

comparable or even smaller. The systematic error on the expected mass shift due to

background will be described in section 5.8.7.

5.6 Application to Run 1 Data

This section illustrates our measurement of the top quark mass from Run 1 dilepton

events, using the Dalitz-Goldsteinmass �tting technique and the corrections described

in section 5.5. The mapping function applied here was constructed by using HERWIG

Monte Carlo events, the HT cut and a jet clustering cone size of 0.4.

The best combination likelihood distributions from each of the 8 data events that

pass the HT cut were multiplied together to form a joint likelihood distribution.

Figure 5.19 shows a plot of this distribution. The mean value, Mdata
t , of the joint

likelihood distribution gives a �rst estimate of the top quark mass. We measured:

Mdata
t = 153:4 GeV=c2 (5.21)

The studies mentioned in section 5.5.5 show that Mdata
t must be corrected for back-

ground e�ects. Using our previously calculated parameterization of the background
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Figure 5.19: Joint Likelihood distribution for Run 1 dilepton data events when the
HT cut has been applied.

5.7 Statistical Errors

The procedure used to determine the statistical uncertainty of the top quark mass

reconstructed by our �tting technique will be described in detail in this section. A

�rst estimate of this error is determined solely by the data events. However, it must

be corrected for a variety of e�ects including the low statistics of the data sample

itself. Use of HERWIG events, the HT cut and a jet clustering cone size of 0.4 will

be implied throughout this section.

A �rst estimate of the statistical error was obtained from the R.M.S. value, �datastat:,

of the joint likelihood distribution constructed from the best combination likelihood

distributions of each of the 8 data events that pass the HT cut. This estimate is
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average statistical error as a function of MMC
t for top quark masses covering the

range: 130 < MMC
t < 220 GeV/c2. The slope is clearly greater than zero. The

R.M.S. of the joint likelihood distribution constructed from data is:

�datastat: = 5:2 GeV=c2 (5.24)

This number is quite close to the average statistical error predicted by the pseudo-

experiments for a top quark mass of 160 GeV/c2 (see histogram (c) of �gure 5.21).

Joint Likelihood R.M.S. (GeV/c2)

0

250

500

750

1000

1250

1500

1750

2000

x 10 3

0 2 4 6 8 10

Entries 20590272
Mean 5.796
RMS 1.267
Gaussian:
Mean 5.509
Sigma 0.8698

Joint Likelihood R.M.S. (GeV/c2)

0

200

400

600

800

1000

1200

1400

x 10 3

0 2 4 6 8 10

Entries 16687296
Mean 6.103
RMS 1.113
Gaussian:
Mean 5.952
Sigma 0.8165

Joint Likelihood R.M.S. (GeV/c2)

0

200

400

600

800

1000

1200

1400

x 10 3

0 2 4 6 8 10

Entries 16687296
Mean 6.702
RMS 1.058
Gaussian:
Mean 6.579
Sigma 0.7255

Joint Likelihood R.M.S. (GeV/c2)

0

200

400

600

800

1000

1200

x 10 3

0 2 4 6 8 10

Entries 14451048
Mean 7.047
RMS 0.9672
Gaussian:
Mean 6.995
Sigma 0.8621

Figure 5.21: R.M.S. values of joint likelihood distributions that were constructed from
7-event pseudo-experiments generated by HERWIG Monte Carlo using top quark
masses of (a) 140 (b) 150 (c) 160 and (d) 170 GeV/c2. Gaussian �ts to these his-
tograms, along with their means and sigmas, are also displayed.
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middle plot shows a distribution of pulls de�ned as (Mfitter
t �MMC

t )=�correctedstat: . The

mean of the pull distribution is close to zero but the R.M.S. of the distribution is

1.13, indicating that �correctedstat: underestimates the statistical error. The lower plot of

�gure 5.24 shows a distribution of the �correctedstat: values for each pseudo-experiment.

When the mean of this plot is multiplied by 1.13 the result is 11.6. This number is

very close to 11.8, the R.M.S. of the reconstructed mass distribution shown in the

uppermost plot.
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Figure 5.24: Application of the complete mass �tting technique, including mapping
function corrections, to a set of 8-event pseudo-experments generated by HERWIG
Monte Carlo using a top quark mass of 160 GeV/c2.

To verify that the residual error not accounted for by �correctedstat: is itself statistical,

we created more plots like the ones shown in �gure 5.24, but with event sample sizes

di�erent from 8. Figures 5.25, 5.26, 5.27 and 5.28 show these plots for event sample
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sizes of 4, 7, 10 and 16 events, respectively. Table 5.1 shows a table of the widths of

the pull distributions from each �gure. It is evident that the width approaches 1.0 as

the number of events in the sample increases and that a sample size of 16 events is

large enough to essentially eliminate the residual error contribution.
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Figure 5.25: Application of the complete mass �tting technique, including mapping
function corrections, to a set of 4-event pseudo-experments generated by HERWIG
Monte Carlo using a top quark mass of 160 GeV/c2.

A similar residual statistical error e�ect has been observed by applying other top

quark mass �tting techniques, including the "neutrino weighting method", which was

recently approved by the CDF Collaboration. (This method will be briey described

in section 6.3.3. See reference [89] for complete details). The proponents of the

neutrino weighting method also found a residual statistical error that approaches zero

with increasing statistics. To be consistent with their solution to this underestimation
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Figure 5.26: Application of the complete mass �tting technique, including mapping
function corrections, to a set of 7-event pseudo-experments generated by HERWIG
Monte Carlo using a top quark mass of 160 GeV/c2.

problem we simply multiply �correctedstat: by 1.13, the width of our pull distribution for 8

events. We quote our �nal statistical error as:

�stat: = 10:9 GeV=c2 (5.26)

5.8 Systematic Errors

This section outlines our calculation of the systematic uncertainty on the top quark

mass reconstructed by the �tter. Mass shifts were calculated for a variety of e�ects

like jet energy mismeasurement and initial and �nal state radiation. In calculating

these shifts we tried to follow well established procedures used by previous analyses

wherever possible.
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Figure 5.27: Application of the complete mass �tting technique, including mapping
function corrections, to a set of 10-event pseudo-experments generated by HERWIG
Monte Carlo using a top quark mass of 160 GeV/c2.

5.8.1 Jet Energy Scale

The most dominant systematic error arises from the uncertainty in the jet energies

measured by the CDF detector. As mentioned in sections 3.2 and 3.3, the jet energies

must be corrected for both detector and physics e�ects. Even after these corrections

the jet energies remain uncertain by as much as 10%. According to reference [90], the

uncertainty on the corrected ET of a jet whose uncorrected ET is 40 GeV typically

ranges between 3.4 and 5.6%.

To determine the systematic error from jet energy uncertainty, we followed the

procedure mentioned in reference [90]. For a given pseudo-experiment of given gener-

ated top quark mass, MMC
t , we calculated six uncertainties for each jet energy due to
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Figure 5.28: Application of the complete mass �tting technique, including mapping
function corrections, to a set of 16-event pseudo-experments generated by HERWIG
Monte Carlo using a top quark mass of 160 GeV/c2.

the following six sources: (1) Absolute jet energy scale, (2) relative jet energy scale,

(3) calorimeter stability, (4) energy deposited by underlying events and multiple in-

teractions, (5) soft gluons radiated in the (�; �) annular region of, 0:4 < R < 1:0,

about the jet and (6) energy lost outside of a cone of radius R = 1:0 about the jet.

These uncertainties were then added together in quadrature for each jet to determine

a total uncertainty on each jet energy in the given pseudo-experiment. The systematic

error due to jet energy uncertainty for the given pseudo-experiment was calculated as

the shift in reconstructed mass when the total jet uncertainties were either added or

subtracted from their respective measured jet energies. This procedure was repeated

for several pseudo-experiments in the range: 130 < MMC
t < GeV/c2. For a top quark
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Number of events in data sample Width of pull distribution
4 1:48� 0:05
7 1:26� 0:06
8 1:13� 0:06
10 1:09� 0:06
16 0:98� 0:11

Table 5.1: Variation of pull distribution width with number of data events.

mass of 160 GeV/c2 we found the average mass shift due to jet energy uncertainty to

be �2:6
1:3 GeV/c

2. We quote this result as our systematic error due to the jet energy

scale.

Figure 5.29 shows the average positive and negative mass shifts due to jet energy

uncertainty as a function of generated top quark mass. The positive shifts tend to

be higher than the negative shifts. This asymmetry arises from two uncorrelated

e�ects. First, the jet energy uncertainties themselves are slightly lower for energy

shifts down than for energy shifts up. This e�ect is shown in table 5.2. The left-hand

column shows the measured jet energies taken from a sample of pseudo-experiments

generated with MMC
t = 160 GeV/c2. The middle column shows the corresponding

upward uncertainties on each of the jet energies and the right-hand column shows the

downward uncertainties. Clearly the upward uncertainties are slightly larger than the

downward uncertainties, which will lead to a similar discrepancy between the upward

and downward mass shifts.

The second reason for the asymmetry of the mass shifts is that the geometrical

construction used by the Dalitz-Goldstein Method (see section 5.2.2) establishes a

lower bound for the top quark mass that can be reconstructed by the technique. If

jet energies are shifted too low there will no �t. Conversely, the method does not

place an upper bound on the top quark mass, so that jet energies can be increased

without danger of causing a kinematically disallowed �t.

5.8.2 Final and Initial State Radiation

As mentioned in section 1.2.1, high ET gluons emitted both prior to the production

of the t�t pair (initial state radiation) and as decay products of the t�t pair (�nal state

radiation) e�ect the jet multiplicity and the distribution of energy among jets in a
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Jet Energy (GeV/c2) Upper Error (GeV/c2) Lower Error (GeV/c2)
103.794 7.247 7.432
73.657 2.922 3.072
73.657 2.922 3.072
68.263 2.601 2.720
49.692 3.824 3.893
36.241 1.892 1.943
49.692 3.824 3.893
36.241 1.892 1.943
36.241 1.892 1.943
83.670 4.114 4.285
41.057 2.329 2.389
41.057 2.329 2.389

Table 5.2: Jet energy scale uncertainties for Mt = 160 GeV/c2.

radiation is turned o�. We made the further assumption (as is done in reference [90])

that no amount of initial state radiation, from zero to twice the default value, is any

more likely than any other amount in that range. With these assumptions we were

able to calculate the systematic error as the R.M.S. of a at distribution over a mass

shift range of width 2M ISR
shift, which is just 2M ISR

shift=
p
12. We quote our systematic

error due to uncertainty about the amount of initial state radiation in t�t events to be

0:8� 0:4 GeV/c2.

We performed a similar study to determine the �nal state radiation contribution

to our total systematic error. We used PYTHIA V5 7 with initial state radiation

left on this time. We measured the reconstructed mass shift, MFSR
shift, when �nal state

radiation is turned o� and assumed the same mass shift in the opposite direction

when the amount of �nal state radiation is doubled from its default value. Assuming

a at distribution over the range 2MFSR
shift, the systemic error was calculated to be

2MFSR
shift=

p
12. We quote our systematic error due to uncertainty about the amount of

�nal state radiation in t�t events to be 0:8 � 0:4 GeV/c2, which happens to be equal

to our systematic error due to uncertainty in the amount of initial state radiation.

107



5.8.3 Monte Carlo Generators

As mentioned in section 5.6, we used a mapping function derived from HERWIG

V5 6 Monte Carlo events to obtain the reconstructed top quark mass that we quote

as our �nal result. To estimate the systematic error for this choice of Monte Carlo

generator, we repeated the analysis using a mapping function derived from PYTHIA

V5 7 Monte Carlo events and measured the resulting reconstructed mass shifts for

various generated top quark masses. We quote the systematic error on our choice

of Monte Carlo generator for the input top quark mass range, 140 < MMC
t < 220

GeV/c2, to be 1.5 GeV/c2.

5.8.4 Parameterization of Mapping Function

As mentioned in section 5.5.4, the �2 of the linear �t used to construct our mapping

function from HERWIG Monte Carlo events that use a jet clustering cone size of 0.4

and that pass the HT cut is 2.4. We constructed another mapping function by �tting

the scatter plot of M rec:
t vs. MMC

t to a second order polynomial function. The �2 of

this �t was slightly smaller. However, the �nal top quark mass reconstructed with

this mapping function di�ered by only 0.2 GeV/c2 from the mass reconstructed using

the linearly parameterized mapping function.

We made a graphical determination of the systematic error for choosing a linearly

parameterized mapping function by utilizing a plot of this function with its 1 �

corridor of errors. See �gure 5.13. First we superimposed the background corrected

top quark mass found from data onto the mapping function as a horizontal line with

M rec:
t = 155.1 GeV/c2 (recall section 5.6). Then we measured the horizontal distance

along this line between the mapping function line and one of its corridor of error

lines. This distance was interpreted as the systematic error. We quote our systematic

error due to the choice of a linear parameterization for the mapping function to be

2.1 GeV/c2.

5.8.5 Structure Functions for Event Generation

The MRSD0 structure function parameterizations[91];[92];[93] were used when gener-

ating the Monte Carlo t�t events used for this analysis. We repeated the analysis using

PYTHIA V5 7 Monte Carlo t�t events that were generated using CTEQ2[94];[95] struc-
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ture function parameterizations. The resulting change in reconstructed top quark

mass was taken as the systematic error. We quote the systematic error due to our

choice of structure function parameterizations used for Monte Carlo event generation

to be 1.5 GeV/c2.

5.8.6 Structure Functions for Fitter

As mentioned in section 5.2.3, the complete likelihood, Li, de�ned by our �tter con-

tains a relative likelihood factor, P (x1; x2), that quanti�es how well the Bjorken-x

values calculated for a given kinematical con�guration of an event agree with predic-

tions made by the structure functions for the event. Our analysis uses the MRSD0

structure function parameterizations to construct P (x1; x2). To estimate the system-

atic error for this choice of structure functions we repeated the analysis using the

oldest available version of the Duke-Owens[96];[97] structure function parameteriza-

tions to calculate P (x1; x2) and then measured the resulting mass shift.

Figure 5.30 shows some combination likelihood distributions calculated from events

of varying generated top quark masses. The MRSD0 structure functions were used to

construct P (x1; x2) for the distributions shown in the left-hand column. The right-

hand column shows the distributions for the same jet-lepton combinations when the

Duke-Owens structure functions were used to construct P (x1; x2). For a given jet-

lepton combination, the two distributions di�er slightly in shape and integrated value.

However, the mean and peak mass values are in very close agreement. This is because

the parton distribution functions di�er only slightly in the range of Bjorken-x values

that are of relevance to t�t production. Consequently, the joint likelihood distributions

formed from 7 signal events are virtually the same whether MRSD0 or Duke-Owens

structure functions are used to calculate P (x1; x2). We quote the systematic error

due to our choice of structure function parameterization for likelihood construction

to be 0.1 GeV/c2.

5.8.7 Background Sources

Our method for estimating the e�ect of 1:3�0:3 background events on the top quark

mass reconstructed from the 8 data events that pass the HT cut was described in

section 5.5.5. Although the shifts were calculated using W+W� events, the observed

mass shifts due to other background sources like Z0 + jets are comparable to or
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Figure 5.30: Best combination likelihood distributions for pseudo-experiments using
two di�erent types of structure functions in the mass �tter. MRSD0 structure func-
tions were used for the distributions in the left-hand column. The right-hand column
shows the same pseudo-experiments when Duke-Owens structure functions were used
in the �tter.

smaller than the shifts obtained from W+W� events. In section 5.6 it was shown

that the expected shift of the reconstructed mass due to background when the HT

is applied is quite small and is approximately equal to 1.7 GeV/c2. A description of

our systematic error for this mass shift is presented here.

Before calculating this systematic error we needed to consider the possibility for

the background to uctuate to more than just one or two events. We used a Poisson

distribution of mean 1.4 (the expected number of background events when the HT cut

is applied) to determine the probability of uctuations to 1, 2, 3, 4 or 5 background

events. The reconstructed mass shifts for 3, 4 and 5 background events were deter-
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mined in the same manner as described for 1 and 2 background event uctuations

in section 5.5.5. The probabilities were then multiplied with their respective mass

shifts to get the expected contributions to the total mass shift from each of the 5

background uctuations. The total expected mass shift due to background uctua-

tions was calculated as the sum of these weighted mass shifts. Table 5.3 shows the

expected mass shifts due to background uctuations. The left-hand column shows the

number of background uctuations, the next column to the right shows the probabil-

ities for these uctuations, the next column shows the mass shifts resulting from the

uctuations and the right-hand column shows the contributions of each uctuation

to the total expected mass shift. We did not measure the mass shifts for uctuations

greater than 5 events because the probabilities of such uctuations are negligible. For

example, the probability of 6 background events is 0.002579. The total expected mass

shift due to background uctuations is 1.999 GeV/c2.

N P(N) Shift (GeV/c2) Shift*P(N) (GeV/c2)
0 0.2466 0.00 0.000
1 0.3452 1.65 0.569
2 0.2416 2.97 0.717
3 0.1128 4.02 0.453
4 0.0395 4.81 0.190
5 0.0111 6.35 0.070
Total Shift 1.999
Total Error 0.999

Table 5.3: Mass shift due to background uctuations.

To be conservative, we take the systematic error to be 50% of the total mass shift

expected forW+W� background events. Therefore, we quote our systematic error on

the reconstructed mass shift expected from background events to be 1.0 GeV/c2. If no

HT cut is applied this error is larger (approximately 1.5 GeV/c2) since the expected

mass shift due to background is also larger.

5.8.8 Parameterization of Background Induced Mass Shift

There is also a small systematic uncertainty due to our choice of a linear �t to para-

meterize the background induced mass shift plot as a function of generated top quark
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mass (see section 5.5.5). To determine this uncertainty we used a graphical method

analogous to the one described in section 5.8.4 to estimate the systematic error for

using a linear �t in the parameterization of the mapping function. We superimposed,

as a horizontal line, the reconstructed mass found from data onto the parameteriza-

tion of the mean mass shift shown in the left-hand plot of �gure 5.16. The systematic

error was interpreted as the distance along this horizontal line from the mass shift

line to one of its corridor of error lines (the error lines are not shown in �gure 5.16).

We quote the systematic error for using a linear parameterization of the background

induced mass shift to be 0.4 GeV/c2.

5.8.9 Top Quark Polarization

In PYTHIA V5 6 Monte Carlo events the top quarks are generated with an isotropic

distribution, while in HERWIG V5 6 and PYTHIA V5 7 Monte Carlo events these

quarks are polarized. To estimate the systematic uncertainty arising from HERWIG's

modeling of the top quark polarization, we repeated our analysis using PYTHIA V5 6

events instead of HERWIG V5 6 events and measured the resulting mass shift. We

quote the systematic error due to the modeling of top quark polarization to be 1.0

GeV/c2.

5.8.10 Total Systematic Error

To �nd the total systematic error on our mass �tting technique, we assumed that all

of the systematic errors quoted in sections 5.8.1 to 5.8.9 are uncorrelated so that

they could be added together in quadrature. We quote the total systematic error due

to our method to be �4:3
3:7 GeV/c

2. Table 5.4 gives a complete listing of the systematic

errors. If no HT cut is applied then the systematic error due to background sources

increases to 1.5 GeV/c2 and the total systematic error becomes +4:5
�3:9 GeV/c

2.
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Systematic Error Mass Shift (GeV/c2)
Jet Energy Scale +2:6� 1:3
Final State Radiation 0:8� 0:4
Initial State Radiation 0:8� 0:4
Monte Carlo Generators 1.5
Mapping Function Parameterization 2.1
Structure Functions (generator) 1.5
Structure Functions (likelihood) 0.1
Background Sources 1.0
Background Mass Shift Parameterization 0.4
Top Quark Polarization 1.0
Total +4:3� 3:7

Table 5.4: List of Systematic Errors (Mt = 160 GeV/c2 and HT cut applied).
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Chapter 6

Conclusions

The �nal results are summarized, some cross checks of the method are presented and

a comparison is made between this top quark mass �tting technique and other �tters

whose results have also been accepted by the CDF Collaboration.

6.1 Final Results

We have applied the Dalitz-Goldstein mass �tting technique to the Run 1 dilepton

event data sample and we have determined the top quark to have a mass of:

Mtop = 157:1�10:9(stat:)�4:3
3:7(syst:) GeV=c

2 (6.1)

This result was obtained using a mapping function constructed from HERWIG Monte

Carlo events that pass the HT cut and that use a jet clustering cone size of 0.4. As

mentioned in section 5.5.4, the top quark mass was also reconstructed with seven other

mapping functions that were each derived from a di�erent combination of Monte Carlo

generator (HERWIG or PYTHIA), jet clustering cone size (0.4 or 0.7) and HT cut

(applied or not applied). The results for all eight mapping functions are presented

in table 6.1. The columns labeled as � represent total errors (i.e. statistical and

systematic errors added in quadrature). None of these results di�er by more than 8

GeV/c2.

6.2 Checking the Method

To verify that our mass �tting technique is self-consistent and that our mass recon-

struction routines are free of bugs, we performed several cross checks, many of which

were suggested by the CDF top group.

6.2.1 Blind Test

The CDF top group conducted a "blind test" to verify that each of the proposed top

quark mass �tting methods is self-consistent. The conveners of the group generated

HERWIG t�t events of a �xed input top quark mass that was known only to them. By
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HERWIG PYTHIA

sample N Munc Mcorr Mt stat. � Mt stat. �

0.4, no HT-cut 9 151.0�5.2 154.0�5.2 153.4 12.9 13.6 158.1 12.7 13.4

0.4, HT-cut 8 153.4�5.7 155.1�5.7 157.1 12.8 13.5 157.4 13.0 13.7

0.7, no HT-cut 8 153.5�5.7 156.6�5.7 157.8 13.1 13.8 159.9 12.9 13.6

0.7, HT-cut 7 156.4�6.4 158.1�5.5 157.0 14.4 15.0 160.5 14.2 14.9

Table 6.1: Top quark mass results using di�erent mapping functions.

combining these t�t events with W+W� events generated by PYTHIA and ISAJET, a

total of 559 eight-event pseudo-experiments were constructed. The number ofW+W�

events in each pseudo-experiment was binomially distributed with a probability of

1.3/8.0 = 0.1625. All events were required to pass both the standard dilepton event

selection cuts and the HT cut. Each of the top quark mass �tters was applied to this

"blind sample" of pseudo-experiments and each of the resulting reconstructed masses

was compared to the input top quark mass.

The input top quark mass was revealed to be 182.0 GeV/c2. Figure 6.1 shows a

distribution of the top quark masses reconstructed by our method for all of the pseudo-

experiments in the blind sample, using a mapping function derived from HERWIG

V5 6 t�t events with a jet clustering cone size of 0.4 and the HT cut applied. The

mean of the distribution, being 183.5 GeV/c2, is very close to the input top quark

mass. Figure 6.2 shows the reconstructed mass distribution when a mapping function

derived from PYTHIA V5 7 t�t events was used instead. The mean of this distribution

is 181.6 GeV/c2, which is also close to the input top quark mass. The latter result

shows the method's lack of sensitivity to Monte Carlo biases since the blind sample

was generated with HERWIG t�t events.

Because our top quark mass �tting technique depends on Monte Carlo events (via

the mapping function, expected mass shifts due to background, etc.) the results of

the blind test serve primarily to con�rm that our �tter is self-consistent and free of

programming bugs.

6.2.2 Application to Lepton+Jets Events

The Run 1 lepton+jets data sample consists of 83 events, 34 of which contain at least

one jet tagged by the SECVTX or the SLT b-tagging algorithms (see section 4.3).
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Figure 6.1: Distribution of top quark masses reconstructed from the CDF blind sam-
ple using a mapping function derived from HERWIG Monte Carlo events.

Of the 34 b-tagged events, 5 have two jets tagged by the SECVTX algorithm (see

references [21] and [90] for more details about the Run 1 lepton+jets data sample).

As a further cross check of our mass �tting technique, we applied the Dalitz-Goldstein

method for dilepton events to these 5 double-tagged lepton+jets events and compared

the results to those obtained by using the standard CDF mass �tter for lepton+jets

events called MINUIT[98];[99].

To simulate dilepton events, one of the two untagged jets in each double-tagged

event was treated as the second charged lepton while the remaining untagged jet was

treated as a neutrino and ignored. Thus, there were two possible jet assignments

for the second charged lepton. We tried two di�erent methods for removing this

ambiguity: (i) The second charged lepton was assigned to the untagged jet for which
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Figure 6.2: Distribution of top quark masses reconstructed from the CDF blind sam-
ple using a mapping function derived from PYTHIA Monte Carlo events.

the combination likelihood, Lcomb:, is largest or (ii) the second charged lepton was

assigned to the untagged jet with the highest ET .

Table 6.2 shows reconstructed top quark masses obtained from the double-tagged

event sample in three di�erent ways. The left-hand column lists the run and event

number of each event. The next column to the right shows the top quark mass

reconstructed for each event when using the MINUIT �tter. The next column presents

the mass results for the Dalitz-Goldstein method when the second charged lepton is

assigned to the untagged jet for which Lcomb: is largest and the right-hand column

gives the results for the same �tter when the second charged lepton is assigned to the

untagged jet with the highest ET . The two methods of jet assignment for the second
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Run Event MINUIT (GeV/c2) Best Lcomb: (GeV/c
2) Highest ET jet (GeV/c2)

40748 44414 175.4�12 178 182
65581 322592 152.6� 9 150 154
67824 281883 170.2�11 174 174
67971 55023 183.1�12 184 184
68464 547303 150.0�08 158 158

Table 6.2: Results of the �ts to the double-tagged lepton+jets events.

charged lepton give very similar results, with a maximum discrepancy of 4 GeV/c2.

These results di�er from the MINUIT results by no more than 8 GeV/c2.

Using the joint likelihood method, we multiplied the best combination likelihood

distributions of each event together and measured the mean value of the resulting

joint likelihood distribution. Assigning the second charged lepton to the untagged jet

for which Lcomb: is a maximum, we obtained a joint likelihood distribution of mean:

Muncorr:
top = 173:4� 8:6 GeV=c2 (6.2)

Assuming zero background events and applying the mapping function derived from

HERWIG t�t events that pass the HT cut and that use a jet clustering cone size of

0.4, we obtained a top quark mass of:

M
(i)
top = 187� 17 GeV=c2 (6.3)

Repeating these steps using the second way of assigning the second charged lepton

to an untagged jet, we obtained a �nal top quark mass result of:

M
(ii)
top = 188� 17 GeV=c2 (6.4)

Hence, the results obtained using the two di�erent jet assignments for the second

charged lepton di�er by only 1 GeV/c2. It is important to note that in addition

to neglecting background events, these results were obtained by applying a mapping

function derived from 7-event pseudo-experiments to a data sample containing only

5 events.
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6.2.3 Other Cross Checks

We conducted our own version of the blind test for several HERWIG generated top

quark masses, MMC
t , by applying the �tter to 8-event pseudo-experiments. The re-

sults for an input top quark mass of 160 GeV/c2 were already presented in �gure 5.24.

The results for input top quark masses of 150 and 170 GeV/c2 are shown in �gures 6.3

and 6.4, respectively. In each �gure, the upper plot shows a distribution of the fully

reconstructed masses, Mfitter
t , for each pseudo-experiment; The middle plot shows

a distribution of pulls de�ned as (Mfitter
t �MMC

t )=�correctedstat: , where �correctedstat: is the

statistical error after being corrected by the mapping function (see section 5.7); The

lower plot shows a distribution of the �correctedstat: values for each pseudo-experiment.

For all three input top quark masses, the mean value of the �correctedstat: distribution

is smaller than the R.M.S. of the Mfitter
t distribution and the pull distribution has

an R.M.S. that is somewhat greater than one. This indicates that �correctedstat: slightly

underestimates the statistical error. It was shown in section 5.7 that this discrepancy

results from the smallness of the data sample. Recall that we derived our �nal sta-

tistical error by multiplying the �correctedstat: found from data by the R.M.S. of the pull

distribution found for MMC
t = 160 GeV/c2, namely 1.13.

As a �nal check of our interpretation for the statistical error, we sliced the distrib-

ution of �correctedstat: values forMMC
t = 160 GeV/c2 (see the lower plot of �gure 5.24) into

4 bins. For each collection of events in the 4 bins we calculated a distribution of fully

reconstructed masses like the one shown in the upper plot of �gure 5.24. The R.M.S.

values of these distributions were plotted as a function of the corresponding average

value of �correctedstat: for each bin. This four point scatter plot is shown in �gure 6.5. It

is clear that the R.M.S values of the fully reconstructed mass distributions increase

linearly with increasing �correctedstat: , as required.

6.3 Comparison to Other Methods

A brief description is given of other top quark mass �tting techniques that have

recently been accepted by the CDF Collaboration. The distinguishing features of the

Dalitz-Goldstein method are then listed for purposes of comparison.
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Figure 6.3: Application of the complete mass �tting technique, including mapping
function corrections, to a set of 8-event pseudo-experments generated by HERWIG
Monte Carlo using a top quark mass of 150 GeV/c2.
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Figure 6.4: Application of the complete mass �tting technique, including mapping
function corrections, to a set of 8-event pseudo-experments generated by HERWIG
Monte Carlo using a top quark mass of 170 GeV/c2.
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in the t�t template of mass m and its probability, B(xi), in the background template.

Lm has the form:

Lm = P (NB; nB) �
Y
i

nB �B(xi) + nt � T (xi)
nB + nt

(6.5)

where the product is over the data events that pass the standard cuts including the

HT cut, NB is the expected number of background events, nB is the nearest integer

number of background events, P (NB; nB) is the Poisson probability of having nB

background events when the expected number is NB and nt � ndata � nB is the

nearest integer number of expected top quark events. The negative logarithm of each

likelihood was plotted as a function of top quark mass and the resulting points were

�t to a third order polynomial. The most likely top quark mass value was determined

by �nding the value of m that corresponds to the lowest value of � lnLm on this

curve.

The �nal result quoted for this �tter is:

Mtop = 159� 23(stat:)� 11(syst:) GeV=c2 (6.6)

The statistical errors were determined by increasing � lnLm from its minimum by 0.5

and measuring the resulting negative and positive mass shifts. A detailed description

of this analysis can be found in references [100] and [101].

6.3.2 Invariant Mass of Charged Lepton and b Quark

This �tter reconstructs the top quark mass by measuring the combined invariant mass

of two of its daughter particles, the charged lepton and the b quark. The method works

in the rest frame of the W boson. In this frame the top quark mass, Mt, is given by:

Mt = M2
W +M2

b + 2MWEb (6.7)

where MW and Mb are the known invariant masses of the W boson and the b quark,

respectively, and Eb is the energy of the b quark in the W boson rest frame.

Continuing to work in the W boson rest frame and neglecting the lepton and b

quark masses compared to their respective energies, it can be shown that the Lorentz

invariant squared mass of the charged lepton and the b quark is:
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M2
lb
�= MWEb(1� cos �lb) (6.8)

where �lb is the angle between the charged lepton and the b quark in this frame.

Solving equation 6.8 for Eb and using this result in equation 6.7, the top quark mass

can be expressed as:

M2
t = M2

W +
2Mlb

1� cos �lb
(6.9)

Taking an average of equation 6.9 over all of the dilepton events in the Run 1 data

sample one �nds:

M2
t = M2

W +
2hMlbi

1� h cos �lbi (6.10)

The average squared invariant mass of the charged lepton and the b quark, hMlbi,
can be measured from data. The average angle between the charged lepton and the

b quark in the W boson rest frame, h cos �lbi, must be determined by theory or from

Monte Carlo studies.

The statistical error on Mt is determined by straightforward error analysis and

has the form:

�Mt
=

1

Mt

�hM2
lbi

1� h cos �lbi (6.11)

where �hM2
lbi is the statistical uncertainty on hM2

lbi. The uncertainty on h cos �lbi is
regarded as systematic and is not used in the derivation of equation 6.11.

The top quark mass reconstructed by this �tter is:

Mtop = 163� 20:2(stat:)� 5:9(syst:) GeV=c2 (6.12)

Note that the systematic error has improved since this result was published in refer-

ence [22]. This �tting technique is described in detail in references [102] and [103].

6.3.3 Neutrino Weighting Method

This method is similar to a mass �tter called the "Neutrino Weighting Technique"

that was developed by the D0 collaboration (see references [104] and [105]). Es-

sentially, the method constrains the dilepton events by using Monte Carlo predicted
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neutrino pseudorapidity values and �nds the most likely mass for each event by using a

weighting function that downgrades solutions for which the predicted neutrino-system

transverse energy is far from the measured missing transverse energy.

To solve for the unknowns of the �t (i.e. the three-momenta of the two neutrinos),

the method starts with a set of constraint equations that are very similar to those

used by the Dalitz-Goldstein method (see section 5.2.1). However, instead of using

constraints that take advantage of the predicted ET of the t�t system (see equations 5.7

and 5.8), the neutrino weighting method uses the expected pseudorapidity values of

the two neutrinos, (�1; �2), to fully constrain the �t.

The components of the predicted transverse energy of the two-neutrino system,

( 6 ~ET

p

x; 6 ~ET

p

y), are calculated from the complete set of constraints. For a given event

and a given assumed top quark mass, Mt, there are 8 possible solutions for the

two-neutrino transverse energy. This is because there are 2 possible longitudinal

components for each of the 2 neutrino three-momenta and there are 2 possible ways

of assigning the two highest ET jets to the two charged leptons of a candidate dilepton

event. (This method only uses the two highest ET jets but merges low energy jets

and muons back into these jets when appropriate). Each predicted transverse energy

solution is compared to the measured missing transverse energy, (6 ~ET

m

x ; 6 ~ET

m

y ), by

assigning the solution a relative weight of the form:

P (�1; �2;Mt) = e�( 6
~ET

p

x�6
~ET

m

x )2=2�2 � e�( 6 ~ET
p

y�6
~ET

m

y )2=2�2 (6.13)

where � is the uncertainty on the "unclustered" transverse energy, that is, on the

total residual transverse energy lying outside the cones used by the jet clustering

algorithm to form jets. Based on minimum bias data events and Monte Carlo studies

� has been assigned a value of 4.0 GeV. Now, in terms of the unclustered transverse

energy the components of the missing transverse energy may be de�ned as:

6 ~ET

m

i = ET (n:c:)i + ET (leptons)i + ET (jets)i (6.14)

where i = x or y, ET (n:c:)i is the i component of the unclustered transverse energy,

ET (leptons)i is the sum of the i components of the lepton transverse energies and

ET (jets)i is the sum of the i components of the corrected jet transverse energies. The
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justi�cation for equating � only with the resolution of the unclustered ET contribution

to the total missing transverse energy will be explained shortly.

For a given Mt, the weight, P (�1; �2;Mt), is scanned over all possible values of

neutrino pseudorapidity by dividing HERWIG Monte Carlo generated distributions

of both �1 and �2 into ten equal area bins and computing the weight for the resulting

10�10 possible (�1; �2) bin combinations. Each of these weights is then added together
to obtain a new weight for the given mass:

P (Mt) =
X
�1;�2

P (�1; �2;Mt) (6.15)

The e�ects of jet and lepton energy mismeasurement are accounted for by varying

the jet and lepton energies many times within the limits of their expected resolution

and calculating P (�1; �2;Mt) for each variation. By repeating these scanning proce-

dures for all 8 possible solutions, (6 ~ET

p

x; 6 ~ET

p

y), and by adding all resulting values of

P (�1; �2;Mt) together, an overall event weight for a top quark mass ofMt is obtained:

Pev(Mt) =
X

�1;�2;�E; 6 ~E
p
T

P (�1; �2;Mt) (6.16)

In the above equation, �E represents the summation over jet and lepton energy

resolutions and 6 ~Ep
T represents the summation over the 8 solutions of (6 ~ET

p

x; 6 ~ET

p

y). It

is because this scanning process involves the sampling of 6 ~ET

m
over the full range of

jet and lepton energy resolutions that only the resolution of the unclustered ET is

assigned to � in equation 6.13.

Pev(Mt) is evaluated in 2.5 GeV/c2 steps over a wide range of possible top quark

mass values (90 < Mt < 290 GeV/c2). The resulting Pev(Mt) values are added to a

histogram to create an event probability distribution as a function of Mt. The top

quark mass estimate, Mev, for a given event will generally lie near the value of Mt

for which Pev(Mt) is a maximum (see reference [89] for complete details about the

extraction of Mev).

To obtain the �nal top quark mass, the individual masses, Mev, found from each

data event were �t to templates of Monte Carlo t�t events and background events by

using a likelihood function, Lm, almost identical to the one used by the "kinematical

distributions" mass �tting technique (see equation 6.5). The distribution of �lnLm

126



values were plotted as a function of mass and �t to a curve. The �nal result was

interpreted as the mass corresponding to the minimum point, (�lnLm)min, in the

�tted curve.

A �rst estimate of the statistical error was obtained by measuring the positive

and negative mass shifts that result from moving to the two points on the curve

where �lnLm = 0:5(�lnLm)min. Pull distributions obtained from Monte Carlo events

indicated that this estimate was lower than the true statistical error by approximately

10%. In a study similar to the one mentioned in section 5.7 it was con�rmed that this

underestimation problem would be improved with a larger data sample. Therefore, it

was deemed appropriate to obtain the �nal statistical error by multiplying the initial

estimate by a factor of 1.1.

Using CDF Run 1 dilepton events, the neutrino weighting method measures a top

quark mass of:

Mtop = 167:4� 10:3(stat:)� 4:8(syst:) GeV=c2 (6.17)

This analysis is fully documented in reference [89]. Because of its much improved

statistical and systematic errors, the top quark mass reconstructed by the neutrino

weighting method recently superseded the combined reconstructed mass of the kine-

matical distribution �tter and the hM2
lbi �tter as the o�cial top quark mass measured

by the CDF collaboration in the dilepton channel.

6.3.4 Modi�ed MINUIT Fitter

This mass �tting technique was developed for dilepton events by appropriately mod-

ifying the MINUIT mass �tter, which was originally designed for application to lep-

ton+jets t�t events (see references [98], [99] and [90]).

To constrain the dilepton events, the modi�ed MINUIT �tter uses a set of con-

straint equations that are almost identical to those used by the neutrino weighting

method. However, instead of sampling the full range of possible neutrino pseudorapid-

ity values, with probabilities determined by Monte Carlo events, this method samples

the full range of possible neutrino azimuthal angles (��1; ��2). Since ��1 and ��2 are

expected to be distributed uniformly between 0 and 2�, Monte Carlo information is

not needed at this level of the procedure.
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For a given event and a given choice of angles (��1; ��2), the three-momenta of the

neutrinos are calculated by using the measured components of the missing transverse

energy. There are 8 possible solutions for a given choice of (��1; ��2) since each

neutrino three-momentum has 2 possible longitudinal components and there are 2

possible ways to pair the two highest ET jets with the two lepton candidates. A

top quark mass, Mt, is reconstructed for each of the 8 solutions by minimizing the

following �2 quantity:

�2 =
X
l;j

(PT � ~PT )
2

�2(PT )
+
X
i=x;y

(Eu
i � ~Eu

i )
2

�2(Eu
i )

+

(MW �Ml1;�1)
2

�2(MW )
+

(MW �Ml2;�2)
2

�2(MW )
+

(Mt � ~Mt)
2

�2(Mt)
+

(M�t � ~M�t)
2

�2(Mt)
(6.18)

The �rst sum in equation 6.18 is over the two lepton candidates and all jets in the

central region of the detector (j�j � 2:4) with uncorrected ET > 8 GeV. In this sum,

PT represents the transverse momentum measured by the detector (after standard

corrections have been applied), ~PT represents the transverse momentum output by

the minimization procedure and �(PT ) represents the resolution of PT measurement.

The second sum is over the transverse components of the energy excluded by the jet

clustering algorithm (using a cone size of 0.4), where Eu
i is the measured energy, ~Eu

i

is the energy output by the minimization procedure and �(Eu
i ) is the resolution of

Eu
i measurement. In the remaining four terms of the equation, MW is the known

mass of the W boson; �(MW ) and �(Mt) are the known natural widths of the W

boson and the top quark, respectively; Ml1;�1 and Ml2;�2 are the invariant masses

of the charged leptons and neutrinos for a given neutrino three-momenta solution;

and ~Mt and ~M�t are the top quark and antitop quark masses for a given neutrino

three-momenta solution and a given choice of jet-lepton pairings.

For a given event, this minimization procedure is repeated over the entire range

of possible neutrino azimuthal angles by dividing the (��1,��2) plane into a grid of

12 � 12 points. Of the 8 possible solutions for each point in the grid, the one with

lowest �2 value is retained so that the �tter yields a total of 144 possible top quark

masses, M top
i;j min

, and associated �2 values, �2i;jmin
, where i; j = 1::12. Each of the

144 solutions is assigned a weight of the form:
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wi;j =
exp(��2i;j=2)P12

i=1

P12
j=1 exp(��2i;j=2)

(6.19)

The weights are plotted as a function of M top
i;j min

to obtain a probability density

distribution over the range of possible top quark masses for the given event.

Templates were constructed fromMonte Carlo t�t event samples by adding together

the probability density distributions of each event of a given generated top quark mass.

Templates were also constructed for the expected background events. The �nal top

quark mass was reconstructed by comparing the probability density distributions

from the Run 1 data sample to the template distributions, via a likelihood function

very similar in construction to that used by the kinematical distributions �tter and

the neutrino weighting method. The top quark mass reconstructed by the modi�ed

MINUIT �tter is:

Mt = 170:7+10:6�10:0(stat:)� 4:6(syst:) GeV=c2 (6.20)

See reference [106] for a more complete description of this method, including the error

analysis.

6.3.5 Distinguishing Features of the Dalitz-Goldstein Method

Being approximately 10 GeV/c2 smaller than the mass reconstructed by the neutrino

weighting method and approximately 13 GeV/c2 smaller than the mass obtained

by the modi�ed MINUIT �tter, the top quark mass reconstructed by the Dalitz-

Goldstein method in the dilepton channel is closer to the results obtained by the

kinematical distributions �tter and the hM2
lbi method. However, the statistical and

systematic errors obtained by using the Dalitz-Goldstein method are quite consistent

with those quoted by both the neutrino weighting method and the modi�ed MINUIT

�tter. Moreover, the mass results for all three techniques agree within the limits of

their errors.

The main features that distinguish the Dalitz-Goldstein method from the four top

quark mass �tters described in this section are the following: (i) It does not require

any a priori knowledge about an event's missing transverse energy (a quantity that

is poorly measured by the CDF detector), (ii) it constrains a given dilepton event

by using the most likely transverse momentum of the t�t system (as determined by
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Monte Carlo studies), (iii) it samples all possible jet-lepton combinations, rather than

merging jets or using only the two highest ET jets of a given event, (iv) it includes

structure function information in the construction of its event likelihood functions and

(v) it utilizes information about the shapes of the likelihood distributions obtained

for each event. See reference [107] for additional documentation about our analysis

of the CDF Run 1 dilepton event sample.
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Appendix A

CDF Coordinate System

The CDF detector has both azimuthal and forward-backward symmetry with respect

to the p�p beam line. It is customarily described in terms of a right-handed coordinate

system whose origin is at the center of the detector and whose z-axis is collinear with

the beam line. The positive z-axis is taken to point in the direction of the proton

beam and the positive x-axis points directly away from the center of the Tevatron

so that the positive y-axis points directly up. The radial distance r, the azimuthal

angle � and the polar angle � are de�ned in the usual way relative to a right-handed

coordinate system. The detector covers the full azimuthal angular range and it covers

a polar angular range of 2o � � � 178o. Figure 2.2 in section 2.2 illustrates the relation

of the x, y, z, � and � coordinates to the CDF detector.

The particle density from collisions at hadron colliders has been found to be

approximately constant in the full range of � and over a certain range of rapidity[35],

where rapidity is de�ned as:

y =
1

2
ln

�
1 + � cos �

1� � cos �

�

The particles of interest to CDF have very small mass (� � 1). In this limit the rapid-

ity is commonly referred to as the pseudorapidity, which may be expressed compactly

as:

� = � ln

�
tan

�

2

�

The CDF detector geometry was designed so that particle position could be described

most easily in terms of the two coordinates (�; �). The detector covers the pseudora-

pidity range j�j < 4:2. The �gure on the next page illustrates the � segmentation of

the CDF calorimeter towers (see also �gure 2.5 in section 2.2).

Collectively, the event vertices measured by the Run 1 CDF detector have been

observed to �t a Gaussian distribution with a mean value close to z = 0 and a
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standard deviation from the mean of � = 30 cm. Because of this signi�cant deviation a

distinction is made between detector coordinates and event coordinates. The detector

coordinates of a particle are measured by using the center of the detector (z = 0) as

the origin while the particle's event coordinates are determined by taking the event

vertex as the origin. For this analysis, detector coordinates will be implied unless

event coordinates are explicitly speci�ed by using a subscript (e.g. �evt).
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Appendix B

CDF Kinematic Variables

The event polar angle (see Appendix A) enters in the de�nitions of some kinematical

quantities that are frequently used in the analysis of CDF data. The "transverse

momentum" of a particle is de�ned as:

PT = P sin �evt

where P is the particle momentum measured in the Central Tracking Chamber (see

section 2.2.1). Similarly, the "transverse energy" of a particle is de�ned as:

ET = E sin �evt

where E is the particle energy measured in the calorimeter (see section 2.2.2).

Another important kinematic quantity that is de�ned in terms of the CDF calorime-

ter energy is the "missing transverse energy" of an event. It is given by:

6 ~ET = �
X
i

Ein̂i

where Ei is the energy of the ith calorimeter tower, n̂i is a unit vector perpendicular

to the beam line that points to the ith tower, and the sum is over all towers in the

region j�j < 3:6 with energy greater than a location-dependent threshold (100 MeV

in the CEM, CHA and WHA; 300 MeV in the PEM; 500 MeV in the PHA and FEM;

800 MeV in the FHA). The restriction on pseudorapidity is necessary because some

of the forward hadron calorimetry is distorted by �nal focusing quadrupole magnets

employed by the Tevatron (the numbers listed here pertain to Run 1). Since the p�p

collisions at CDF are presumed to be produced with approximately zero transverse

energy, 6 ~ET gives an estimate of the combined transverse energy of all post-collision

particles that go undetected. For dilepton events 6 ~ET is used as an estimate of the

combined transverse energy of the neutrino and antineutrino stemming from W�
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boson decay. Unfortunately, due both to initial state radiation contributions (see

section 1.2.1) and to the intrinsic momenta of the p�p systems's constituent partons

the p�p system does not always possess approximately zero transverse momentum.

Therefore, 6 ~ET is not a precise measurement of the neutrino kinematics. Moreover,

since jets with j�j > 3:6 do not contribute to 6 ~ET its accuracy is greatly compromised

for events with many jets.

In the search for dilepton events the missing transverse energy must be corrected

for two reasons. First, 6 ~ET is constructed using uncorrected jet energies. Therefore,

It must be recalculated using jet energies that have been corrected for the e�ects

described in section 3.2. Second, since minimum ionizing particles do not lose much

of their energy in the calorimeters their ET contribution to the construction of 6 ~ET is

underestimated. Therefore, 6 ~ET must be corrected for muons. For a given muon this

is accomplished by adding to 6 ~ET the muon's calorimeter ET and subtracting from

6 ~ET the muon's true PT , i.e. the PT of the muon's CTC track (see sections 2.2.1 and

2.2.3).
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Appendix C

Uncertainty on the Mean

This appendix gives a detailed explanation for the choice of uncertainties on the

mean reconstructed masses used to construct the mapping function described in sec-

tion 5.5.4.

One begins with a sample of N dilepton Monte Carlo events generated for a given

input top quark mass, MMC
t . For each event one measures a random variable de�ned

as the mean value of the best combination likelihood distribution constructed for

the given event. From these N measurements one builds a parent distribution as a

function of top quark mass. Let MN be the mean of the parent distribution and let

�N be the R.M.S. of the distribution so that the error on MN is �N=
p
N (assuming

that the distribution is fairly Gaussian).

Then one chooses random samples of 7 events from the N events used to create

the parent distribution. These samples need not be exclusive in that a given event

can appear in several di�erent samples. The mean value of each 7-event sample is

determined by the joint likelihood method and added to a single histogram. It can

be shown (for example, see reference [108]) that if the parent distribution is normally

distributed then the histogram of mean values will also be normally distributed.

Even if the parent distribution is not normally distributed the histogram will be

more normally distributed than the parent distribution. The mean, Mrec:, of the

histogram of mean values will be approximately equal to the mean,MN , of the parent

distribution. However, the R.M.S. of the histogram, �rec:, will be much smaller than

that of the parent distribution, �N , and will be given approximately by: �rec: =

�N=
p
7. Therefore, the mean obtained from the histogram of mean values is more

accurate than the mean obtained from the parent distribution.

The error on Mrec: will be the same as the error on MN . Hence, it will be given

by �N=
p
N . But, �N can be obtained from the measured R.M.S. of the histogram of

mean values. The R.M.S. of MN is: �N = �rec: �
p
7. Hence, the error on Mrec: is

�rec:t =
p
N=7. This is the value used in section 5.5.4.
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